XIV INTERNATIONAL CONFERENCE ON INPUT-OUTPUT TECHNIQUES

Montreal, 10-15 October, 2002

The Meaning of Real Value Added: A critical Comment
 

Eladio Febrero and Óscar de Juan 

University of Castilla-La Mancha, Spain

Eladio Febrero

Área de Teoría Económica

Facultad de Ciencias Sociales

Universidad de Castilla-La Mancha

Av. Alfares 44

16071 Cuenca, Spain

Tel. +34 969 179 100 ext.- 4249

Fax. +34 969 179 107

E-mail: eladio.febrero@uclm.es
Óscar de Juan

Área de Teoría Económica

Facultad de Ciencias Económicas y Empresariales

Universidad de Castilla-La Mancha

Pza. Universidad 1

02071 Albacete, Spain

Tel. +34 967 599 200 ext.- 2336

Fax. +34 967 599 220

E-mail: oscar.dejuan@uclm.es
Abstract.
Although the concept real value added (RVA) is widely used, its meaning is unclear. Moreover, the procedure used to calculate it, which, in turn, should be part of its definition, is far from unique. In fact, OECD, 2000, lists more than fourteen methods to estimate RVA in services. In consequence, we should ask whether or not VAR has been correctly defined? Does a proper definition entail more than one alternative for its measurement? Does the RVA definition at the theoretical level involve more data than national statistics agencies can reliably provide?

Only series of data resulting from multiplying prices times quantities can be deflated. When doing so, we obtain a new series of "physical quantities". In our opinion, value added is a value magnitude which cannot be split up into prices and quantities. For this reason, we believe that RVA is an unsound concept and should be abandoned.
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1. Introduction.

Although the concept real value added (RVA hereafter) is widely used, its meaning is unclear. Moreover, the procedure used to calculate it, which, in turn, should be part of the definition, is far from unique. In fact, OECD, 2000, points to more than fourteen methods for estimating RVA in services. In consequence, this begs the question of whether or not RVA has been correctly defined? Does a standard definition entail more than one alternative for its measurement? Does a definition of RVA at the theoretical level involve more data than national statistics agencies can reliably provide?

Only series of data resulting from multiplying prices times quantities can be deflated. On doing so, a new series of "physical quantities" is obtained. In our opinion, value added is a value magnitude which cannot be split up into prices and quantities. For this very reason, we believe that RVA is an unsound concept and that it should be abandoned.

2. Assumptions and definitions.
For the sake of simplicity, we shall assume a closed, private and capitalist economy where each firm produces one single output by means of labour and circulating capital. All production processes start and finish on the same dates, and last the same period of time. Wages are paid ex post, and a uniform profit rate for all trades is assumed. Even if we assume differential profit rates, the main conclusions of this paper would remain unaltered. Finally, a two - commodity system is assumed, though what follows here can easily be applied to n-sectors.

From this, we define a price system:
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As in Steedman, 2000, p. 222, the vector of direct labour requirements an = (an1 an2) and the the matrix of circulating capital:
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are stated in physical terms. Furthermore, the profit –interest is earned on the circulating capital, and prices are taken to be undisccounted and the same at the beginning and the end of the production period.

Alternatively, we could introduce fixed capital. Let us assume, again for the sake of simplicity, that some commodities play such a role, and that they work forever, with constant efficiency. Profit will be earned only on fixed capital. It should be noted that this involves paying intermediate capital ex post, a point which Steedman, 2000, queries). The price system becomes:
[2.1.bis]
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Sectoral value added in period t may be defined either as:

[2.2]
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or

[2.3.a]
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[2.3.b]
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where qit is the total output produced by sector i in the period of time t.

At the aggregate level the following condition holds as well:

[2.4]
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where yit stands for final deliveries of commodity i.

3. Three interpretations of RVA.

3.1. Sato, 1976, offers one interpretation of RVA where it is the contribution of primary inputs, economies of scale and technical change. In this vein, wages are not the price of labour, but of labour services, and the interest –profit– rate is the price of capital services. Therefore, if nominal value added (NVA from now on) is the price of services of primary factors of production times services of primary factors, we could deflate NVA by computing these services at base year prices. 

3.2.Value added is often considered to be an amount of purchasing power. This derives clearly from expression [2.4]. If aggregate NVA equals the value of final demand in value terms, then each sectoral NVA could purchase a portion of this basket of commodities. Thus, if we deflate this basket, we will obtain RVA. As we shall see, this is the idea on which single deflation of value added is implicitly founded.

3.3. If we define value added as the value of total output minus intermediate inputs (expression [2.2] above), we could obtain RVA by subtracting deflated intermediate inputs from deflated total output. This is the double deflation procedure: RVA is obtained as a residual.

The first of these interpretations is strongly grounded in neoclassical theory, whilst the second and third ones are theoretically weaker. Nonetheless, the latter interpretations, or some versions of them, are what national statistics agencies use to obtain RVA in an empirical way. In the following section we will review the problems and defects they labour under.

4. Empirical procedures to obtain RVA.

4.1. Double deflation.
Double deflation of value added (DDva) can be expressed formally as:

[4.1.1]
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In other words, this consists in deflating total output and intermediate inputs and then subtracting the latter from the former. DDva is obtained as a residual. However, it is well known that this may yield negative results. The conventional explanation of this is that if the price of one input relative to that of output has fallen (risen) then, the amount of the same input rises (falls). If the price elasticity of this input is higher than one, then we will obtain negative values when we compute the new amounts of inputs to be used at the old prices.

In our view, this is not the source of the problem. We shall see why this is not the case in an input-output framework related to the assumptions which were described in section 2 of this paper. If we construct an input-output table with, on the one hand, the physical data of a year 1, and the prices (and wages) of a year 0, on the other hand:

Table 1

p10a111x11
p10a121x21
p10y11
p10x11

p20a211x11
p20a221x21
p20y21
p20x21

w0an11x11
w0an21x21



(10*
(20*



p10x11
p20x21



Where (i0* stand for «deflated profits». What is the meaning of this IO table? The "blocks" of intermediate inputs, final demand and total production can be read in physical terms. Furthermore, if labour in year t is homogeneous with that of year 0, the (row) vector of wages may be read in terms of workers year (i.e. in physical terms). The only problem (a minor one) is that if we do not know what the prices are (separately from quantities), we cannot know the implicit physical unit we are dealing with. However, the (row) vector of profits has no economic meaning. It cannot be obtained as a residual, because prices p0 in our IO table 1 do not hold [4.1.2] below. To sum up. Table 1 can be read as a quantity system, but not as a price system. We believe that it cannot be interpreted in value terms since the price vector does not hold:

[4.1.2]
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Actually, what we have is something like:

[4.1.3]
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where 
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 is a diagonal matrix of differential profit rates. This matrix is obtained as a residual, assuming that the capital upon which the profit is earned is valued at prices of year 0. Yet, this, we presume, is economicaly at fault. From [4.1.2] we have:

[4.1.4]
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Thus, relative prices depend on current technological conditions and the profit rate. Alternatively, we may consider this expression, which comes from the above one:

[4.1.5]
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From this, if we replace prices p0 for those of p1,  (1) we shall obtain a uniform profit rate for both sectors and (2) prices can only vary in a certain range,  Otherwise we would obtain a profit rate higher than [(1/(max (A)) – 1], where (max (A) stands for the maximum eigenvalue associated to matrix A, or a negative value. If r is higher than this value, then we shall not obtain a positive vector of prices from [4.1.2]. Alternatively, when considering double deflation we shall obtain different sectoral profit rates:

[4.1.6]
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Yet, our question is: if both sectors are earning, for example,  10% and when we replace prices p0 for p1, sector 1 earns  25% and sector 2, 4%, what is the meaning of these percentages? It should be noted that for another different p0 the percentages would also be different.

Summing up. Prices and distribution are intimately related, for any given technique. If prices change, the value of capital shall change along with the profit rate. Therefore, the amount of profits shall be altered. Profits are part of the value added. Thus, the latter shall change. And all this will occur even when the technique remains constant.

If we consider that firms markup a similar percentage on the value of circulating capital in order to determine prices, and that the nominal wage is determined in the labour market, then, once the technique is given, and the markup is determined a priori, relative prices shall be determined (if such a  markup is lower than the maximum profit rate) according to  expression [4.1.4].
 Then, if we deflate the resulting input-output table, we will obtain our table 1. 

Actually, when double deflating, this problem is faced: we are subtracting heterogeneous physical commodities, because what we have is a quantity system. Therefore, the problem is not that we could obtain negative value added for a sector, but that such an expression is non- sensical.

4.2. Single deflation.

Single deflation involves dividing NVA by a price, or a price index.

In this section we will consider the proposals of David, 1962, and Durand, 1994.

4.2.1. David, 1962.
David’s proposal consists in dividing sectoral NVA by its corresponding output commodity price. This we shall call SVAi. In formal terms:

[4.2.1.1]
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We interpret SVAi as the purchasing power of NVAi in terms of the commodity that this sector produces (this becomes apparent when we look at the right hand side of the above expression).

But this entails certain difficulties:

· Cross-section comparisons cannot be made. If sector i can purchase n units of commodity i, and sector j can purchase m units of commodity j, which sector generates more value added?

· Why should we take the sectoral output as the measurement of the purchasing power of its NVA?

· When SVAi is used as a measure of productivity, this index will be affected by changes in relative prices. 

· From an IO perspective, if we wish to keep the property that the adding up of the column and row elements in an IO table so that they yield the same result, what is then the meaning of the deflators of final deliveries? Furthermore, if one sector produces nothing for final deliveries, such a  property will not hold.

The first three problems, which have been outlined above, could be partially resolved if we replace a price index, shared by all of the trades, for the output price. Unfortunately, this gives rise to another problem. When measuring the purchasing power of value added in terms of a composite commodity, simple changes in distribution (i.e. because of the trade off between r and w) would involve changes in the purchasing power.

4.2.2. Durand, 1994.
This author suggests replacing the commodity output price by a price index which contains as many prices as the commodities which are found in the vector of final demand, and whose weights are the total (direct and indirect) contributions of each sector to the production of one unit of every commodity in the final demand vector.

Formally (our symbols), 

[4.2.2.1]
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 stands for a diagonal matrix of sectoral profits.

Expression [4.2.2.1] informs us about the total contribution of each sector, in value added terms, to the production of every commodity in (column) vector y (final demand). The adding up of the row elements yields sectoral NVA, and the adding up of the column elements gives sectoral nominal value added.

RVA will be obtained thus:

[4.2.2.2]
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and the (row) vector of value added:

[4.2.2.3]
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The symbol ^ denotes diagonal matrices, and iT stands for a column vector of ones.

We think that two problems will arise from this:

· Cross-section comparisons cannot be made. Each component in vector vaR informs us about an amount of purchasing power, related to a composite commodity. This latter is different for each sector.

· It is not possible to make comparisons in time series, either. The composite commodity which sectoral RVA can purchase in one period is bound to change in the same way as the total contributions of each sector to final demand change.

In Section 5 of this paper we propose reviewing Sato’s interpretation of the problem. Nonetheless, it should be pointed out that, whilst it is value added which can be deflated in Sato’s view, in the proposals reviewed above it is not value added but the purchasing power of value added which is deflated.

5. A comment on Sato, 1976.

In this reference, Sato offers an interpretation of the meaning of RVA.

Firstly, we shall summarize his statements and then, we will offer our criticism of them.

He starts from the following accounting identity in expression (7):

[5.1]
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for an industry or firm. There, v, q and m, stand for the price of value added, total output and intermediate inputs (this latter should be interpreted as a vector), and V, Q and M, are nominal value added, total product and intermediate inputs (again, M may be considered as a vector), respectively. We shall assume single production. If ( = mM / vV, then we obtain his (8a):

[5.2]
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where dM / M should be interpreted as the weighted sum of the rates of change in individual inputs with weights equal to their average value shares in total value of output (i.e. the technical coefficients of an input-output matrix, in value terms).

Now, we shall consider a production function for an industry or firm. Sato’s expression (17):

[5.3]
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F is assumed once differentiable. X stands for a vector of primary inputs. Differentiating and dividing by Q, we obtain his (18):

[5.4]
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where dX / X is the sum of the rate of change of every single primary input, and FXX / F is the value share of primary inputs in total value of output. The economic assumption that Sato adopts now is that FM is equated to m / q (i.e. every intermediate input is used in such an amount that the value of its marginal product equals its price). In consequence we obtain Sato's (19):

[5.5]

[image: image24.wmf](

)

F

X

F

F

M

dX

X

dQ

Q

dM

M

X

M

-

=

+

-

1

m

m


From this, Sato (20) follows:

[5.6]
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Then he adds (p. 436): “If the production function is subject to constant returns to scale, the multiplier for dX / X is unity and dV / V is equal to dX / X. In this case, the real value added is exactly the quantum index of the primary inputs. [...] Thus, real value added is the contribution of tangible and intangible primary factors of production. It is more appropriate to consider it as an intermediate product than visualizing it as some sort of final output. [...] It should be noted that no assumption is made about marginal conditions that should apply to the primary inputs.”

Regarding the last statement in the quotation above, Sato offers interesting insights in section IV of his work. Here he writes (p. 437): “we are really trying to find out the relative level of real value added that we can attain from a given set of the primary inputs in period 1 when the relative prices of materials remain unchanged from period 0”. In formal terms we could state this as:

[5.7]
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where va* stands for real value added in the industry or firm; F1 is the production function in period 1, q0 and m0 are vectors of prices of output and intermediate inputs in period 0, and X1 is the current endowment of primary inputs.

The true index of real value added, encapsulated in our [5.6] is unique if it is independent of M. Since we are not interested in uniqueness or problems of index numbers, we shall disregard the question of separability of inputs.

Summing up. At the industry or firm level, value added is the value of the services of primary inputs needed to produce an amount of total output. This can also be obtained by the subtraction of the value of intermediate inputs from total output when both are valued at base year prices, and the industry or firm maximizes value added with respect to intermediate inputs. No conditions are imposed on primary inputs in this case.

Let us now review Sato’s position critically.

Firstly, we shall consider an economy under the assumptions stated in section 2, but without fixed capital. In this case, we obtain the following price system:

[5.8]
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 nominal value added is either:

[5.8.a]
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or:

[5.8.b]
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where p is a (row) vector of prices, an is a (row) vector of direct labour requirements, A is an input-output matrix, r and w are the profit rate and the nominal wage, respectively, va is a (row) vector of value added and 
[image: image30.wmf]$

q

is a diagonal matrix of total output.

5.1. First criticism: Capital is not a primary input.

In this system, it is evident that the only primary input is labour. We can identify our an with Sato’s X; and our A with his M. Thus, following Sato, if value added is the value of services of primary inputs in the production of output, we should derive profits from labour alone. At first sight, this problem could be resolved if we assume r = 0 (but this is not very relevant for our purposes) or if we consider fixed capital as in section 2. The price system, in matricial notation, becomes:

[5.9]
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where K stands for a (square) matrix of fixed capital per unit of output.

Although we now have labour and fixed capital, the latter is not a primary input either: it is just a set of commodities which have been produced, have not been consumed, have been accumulated and used to produce more commodities in the future, with labour and circulating capital.
 And the profit rate is not the price of fixed capital.
 Again, we should derive profits from labour, since it is the only primary input.

This point is clearly demonstrated if we rearrange [5.8.a], in order to introduce fixed capital:

[5.10.a]

[image: image32.wmf]va

=

a

q

pK

q

n

w

r

$

$

+


and define matrix G = [I-A]-1K. Then, combining [5.10.a] and [5.8.b]:

[5.11]
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which can be rewritten as:

[5.12]
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where H = K[I-A]-1.

Expression [5.12] means that value added is labour times wages in several stages of production.

5.2. Second criticism: Services of capital depend on the notion of “quantity of capital”.
Expression (7) in Sato, our [4.1], accounting for NVA, defines it as a price, v, times a quantity, V. However, what is the price and what is the quantity in NVA?  For Sato, value added is the contribution to production of primary inputs. Hence, we have, on the one hand, prices of services and, on the other hand, quantities of services “produced” by primary inputs. And RVA would consist (in our interpretation) of valuing these services at the base year prices. In this vein, profits should be considered as the price of the services of fixed capital times the services produced by a quantity of capital.

We believe that there are some problems related to the concepts "capital", "services of capital" and "the price of the services of capital". Capital, as stated above, is a set of produced commodities, used to produce more commodities in the future, combined with labour. The services of capital are the contribution of the factor capital to the production of output. Thus, before accepting the notion of services of capital, we require a "quantity of capital". And here we detect a problem: this set of commodities, which we have called capital, cannot be reduced to a single measure.
 Perhaps, it would be more convenient to talk about services of commodities used as means of production. If we do not have a clear definition of the services of capital, because we lack the definition of one unit of capital, we cannot talk about the price of its services. Therefore, the rate of profit –interest is not the price of (the services of) capital.

In formal terms, we usually see the following expression in text books:

[5.13]
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where Qi is output i, pi is the price of commodity i and Ki stands for fixed capital to produce commodity i. If we cannot reduce fixed capital to a quantity (scalar), [5.13] should be rewritten as:

[5.13.bis]
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where p is a (row) vector of prices and Ki is a (column) vector of commodities used to produce output i. The derivative could be identified with the concept "services of capital", and the denominator of the derivative should be the (variation of the) "quantity of capital". The price times the derivative would, then, be "the price of the services of capital". The drawback with this is that what we are trying to measure (the service of capital) is not independent of the unit of measurement, the vector of prices. Even when we consider fixed proportions, changes in r will lead to changes in p and, hence, changes in the value of capital.

On this basis, we shall return to Sato’s expression (7), our [5.1] and rewrite it as:

[5.14]
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Thus, the value of total output, qQ, equals the value of intermediate inputs, mM, plus value added, vV. This value added is the adding up of wages plus profits. Hence:

[5.15]
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Here, r is the profit rate and k stands for prices of capital. We have used the symbol k in order to keep Sato’s terminology. However, in general terms, M and K are vectors, so we can define m = k. Now, if prices, the nominal wage and the profit rate remain constant, we obtain:

[5.16]
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which is equivalent to Sato’s (18) (our expression [5.4]). It should be noted, however, that although [5.16] and Sato’s (18) are rather similar, his expression is obtained from the differential of Q = F (K, L, M)). Therefore, he need not assume that inputs are purchased under competitive conditions.
 

Comparing [4.14] and [4.4], we see that what Sato means is that it is not required:

[5.17]

[image: image40.wmf]dQ

dL

w

q

dQ

dK

r

q

=

=

;

;


but, simply:

[5.18]
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However, what can be derived from Sato is (in absence of technical change):

[5.19]
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and:

[5.20]
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which, under competitive conditions for intermediate inputs, becomes:

[5.21]
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And for Sato, expressions [5.19] and [5.21] do not have to yield the same result, if the production function is not subjected to constant returns to scale.

Regarding [5.19], both FLL and FKK are product Q, not services of primary factors. (This is clear in [5.18].) If this is accepted, we should be identifying real value added with product, and they are totally different things. Sato states that real value added is the contribution of primary factors of production (let us leave economies of scale and technical change aside). And that it is more appropriate to consider it as an intermediate product than visualizing it as some sort of final output. Perhaps, it could be claimed that the definition is one thing (i.e. services of factors as an intermediate product) and that the measurement of the concept is another thing (the amount of product which is attributed to each factor). In our opinion, this is unacceptable since we are dealing with quantitative concepts. If the "services of primary inputs" cannot be measured directly, we should forget such a concept, at least for the issue at stake. 

5.3. Third criticism: On the form of the production function.
In [5.7], Sato poses the problem very clearly: real value added is the maximum value added which can be obtained in period 1 when primary inputs and the production function are the current ones, and the firm maximizes with respect to intermediate inputs,  when the vector of prices is that of the base year. In doing so, we can avoid negative results from double deflation.

The following figure may help to clarify this point:

Figure 5.1.
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In period 0, an amount Qi0 is produced using Mji0 as intermediate input, and in accordance with the production function F0. In period 1, the production function shifts upward to F1, due to technical change, or the amount of primary inputs has increased from X0 to X1. Relative prices have changed from (mj0/qi0) to (mj1/qi1) as well. In the above figure, the price of input relative to the price of output has fallen. So, an amount Qi1 is produced, using Mji1. If we value the new amounts of output and inputs at the old prices,  negative values can be obtained if the price elasticity of inputs is relatively high. In order to resolve this problem, what should be done is to find the amount of every input (in our figure, Mji) which maximizes value added, subjected to prices (mj0/qi0) and the current production function. These amounts are indicated by Qi* and Mji*.

In this section, we shall consider some critical statements:

5.3.1. What is the true form of the production function? At the empirical level, this question cannot be obviated.

5.3.2. Let us solve problem [4.7]. We shall assume a Cobb-Douglas production function (at least for the intermediate inputs):

[5.22]
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The first order conditions involve:

[5.23]
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The first derivative of the production function with respect to input j yields:

[5.24]
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Then, if we rearrange the above expressions we obtain:

[5.25]
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In other words, the powers in the Cobb-Douglas are the shares of each intermediate input in the value of one unit of produced output. It should be noted, furthermore, that these powers are given within the production function. Therefore, theoretically, input-output coefficients should be known before the maximization procedure.

Let us now repeat the maximization problem, changing the vector of prices, but mantaining the same production function. The new vector shall be called p0.

The following expression is easy to verify:

[5.26]
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where Qi0, Mji0 are the amount of output i and input j to be produced and used for the current production function and the vector of prices p0 respectively. Since the coefficient aji* remains constant, if the price of the input j falls (rises), say, 10% relative to the price of output i, then the amount of such an input to be used will rise (fall) 10%.

Now, we shall define RVA per unit of value produced by sector i:

[5.27]
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If technical coefficients, in value terms, aji* are constant, independent of relative prices, when maximizing URVAi with respect to a different vector of prices, the result will remain the same. So, we turn to double deflation.

Here, the problem is not related to Cobb-Douglas production functions, but to assuming constancy of the shares of inputs in the value of output. For instance, when facing multifactor productivity, a production function of no particular form is assumed:

[5.28]
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where F’i is the maximum amount of output, Qi, which can be obtained from a set of inputs Mji at time t (no reference is made to primary inputs in F’i). Multifactor productivity is identified with a shift in Fi over time. Then, as Gullickson, op.cit. p. 18 states: "The multifactor productivity growth rate is defined as the percent increase in [Qi] which can be obtained from a given set of inputs in one year. Because input quantities are changing contemporaneously with output, a practical measurement scheme must allow for changes in the input mix. To allow for input change, the productivity ratio must compare the output growth rate to a weighted average of the input growth rates. By assuming firms buy input factors in competitive markets, the appropriate weights are the cost shares of the respective inputs at the point in time at which growth rates are being aggregated» (italics in the original).

Hence, for the production function above, if we differentiate with respect to time and divide by xi:

[5.29]
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and multiply and divide each factor on the right hand side by its corresponding Mji:

[5.30]
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If, as above, we now assume that each factor is purchased in a competitive market, then:

[5.31]
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so:

[5.32]
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Most empirical reseach on this topic is based on the hypothesis of constant coefficients aji*. Actually, these are considered as regression parameters, in order to calculate technical change, given by the last term on the right hand side of the above expression. If this hypothesis is accepted (or not rejected) then, we are implicitly assuming a unitary price elasticity of inputs. 

If we now integrate and take exponentials, we will obtain a Cobb-Douglas production function with the form:

[5.33]
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where the term A(t) stands for technological change. This is obtained under the hypothesis of constancy of coefficients aji*.

The problem, we believe, is that the theoretical microfoundation for expressions above is highly restrictive: as a matter of fact, if we take a production function for a period (the term A(t) remaining constant), the constancy of the shares of inputs on total output involves assuming a unitary price elasticity of inputs.

5.4. Fourth criticism: fixed proportions prevail.
This is connected to the previous criticism. In the short run, fixed proportions prevail. At the theoretical level, we can disaggregate even at the firm level. If so, and Sato accepts this (see his footnote no. 9 on p. 436), “the concept of real value added loses its economic meaning”. If we have fixed coefficients, then:

[4.22]
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the maximization exercise becomes nonsensical.

In our opinion, the meaning of RVA cannot depend on the level of aggregation. 

Furthermore, as Pasinetti, 1977, has pointed out,
 to assume fixed proportions does not imply assuming only one technique of production. We could have several techniques and, at the same time, fixed coefficients for every technique. So, what happens is that if we shift from one technique to another one, all coefficients will change. If this is the case, the traditional concept of marginal productivity loses its significance, since it entails keeping the rest of the coefficients constant.

6. Conclusions.
Value added is a variable in value terms, i.e. we need prices in order to calculate it, once we have the set of data on production (outputs and inputs). If we interchange the vector of prices, we will alter what we wish to measure and this question cannot be resolved.

Value added is not a price-times-quantity variable. Neither is it the contribution of primary inputs to production of output, since we cannot define the service of capital, independently from labour and other commodities. And the profit –interest– rate is not the price of capital.

Computing RVA by the amount of commodities that it can purchase does not resolve this question either, since we need a common numeraire in order to make comparisons.

Appendix 1: Numerical examples for David and Durand’s proposals.
In order to clarify our proposal, we offer a numerical illustration of the issue below. Let us imagine an economy described by the following set of data. In period 0:
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From expressions:


[image: image59.wmf](

)

P

a

I

-

A

X

=

[I

-

A

]

Y

0

n

0

0

0

-1

0

=

+

-

0

0

0

1

1

w

r

[

]


if follows that:
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It is easy to obtain the vector of value added per industry:
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If we follow David, 1962, we obtain a vector of RVA, dividing each component in va above by its corresponding commodity price. From [4.2.1.1]:
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This means that value added generated in sector 1 can purchase 0.9565 units of commodity 1, and sector 2 can purchase 1.0385 units of commodity 2.

From expressions [4.2.21], [4.2.2.2] and [4.2.2.3], we obtain Durand’s RVA:
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From VAR we can clearly see that industry 1 generates value added that enables it to purchase 0.608696 units of commodity 1 and 0.307692 of commodity 2.  Sector 2 purchases 0.391304 of commodity 1 and 0.692308 of commodity 2 (the reader should remember that the vector of final demand is assumed to be a unit vector). Therefore, taking a look at the first coefficient in vaR, for instance, the figure 0.916388 means that sector 1 generates value added that can purchase 0.608696 of 1 and 0.307692 of 2. The same applies for the second coefficient.

In period one, technical coefficients change. Let us assume that in such a period of time, the economy is described by the following data:
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and hence:
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Then, the vector of nominal value added per industry is:
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David’s single deflation procedure yields:
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Given this single deflation, we conclude that it has fallen for sector 1, and risen for sector 2.

And with respect to Durand’s proposal, we obtain:
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What we obtain for the second period is that value added generated in sector 1 can now purchase 0.6363 units of commodity one and 0.2727 units of commodity two. This "amounts" to a "total purchasing power" of 0.9091. And sector two generates value added which can purchase 0.2727 units of commodity one and 0.7273 of commodity two, this amounting to 1.0909.

Let us now make two types of comparisons: on the one hand, we can compare the amounts of real value added per sector at any moment. We may wonder what sector generates more real value added? Regarding, for instance, period 1, is the 0.9091 of sector 1 greater than 1.0909 of sector 2? A priori, of course, the second figure is larger. Yet, it is related to a "composite commodity" whose proportions are different from those of the "composite commodity" that real value added of sector 1 can purchase. Because of that, we cannot conclude that sector 2 generates more value added. If this is correct, Durand’s proposal is not very relevant for our purposes. 

On the other hand, we can compare the evolution of the generated real value added per sector in time. For instance, we can take data corresponding to sector 1 in periods 0 and 1. These are 0.916388 and 0.909091 which, in turn, correspond to 0.608696 and 0.307692, on the one hand, and 0.636363 and 0.272727 on the other hand. Again, at first sight, the real value added seems to fall. Yet, the first figure accounts for purchasing power of less of commodity one, and more of commodity two. The absolute value is lower, and we cannot make direct comparisons since both figures are related to different commodities. Therefore, we cannot make comparisons in time either. Hence, yet again, Durand’s proposal is not relevant.

In conclusion, it can be stated that unless (1) real sectoral value added is related to the purchase of the same (composite) commodity or (2) every component of the composite commodity can be related to another commodity, we cannot make cross-sectional or time-series comparisons. Regarding the first point, by and large, what will occur is that the contribution of each sector to the production of each final commodity will change as technical coefficients change. If this is the case, the composition of the commodity which real value added can purchase will change as well. And with respect to the second point, Durand does not offer any relation of the composite composite commodities to any other one. As a matter of fact, extending the analysis, we can say that when technical coefficients change in time –as they do–, we do not have any commodity whose value remains "invariable". 
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� The authors gratefully acknowledge comments by Alfons Barceló and Neri Salvadori. Of course, any errors and misunderstandings are our own responsibility.


� This is rather similar to Sraffa, 1960, sec..44, when he takes from the outside the interest rate which determines the profit rate.


� See, for instance, Steedman, 2000, p. 224 and ff.


� For instance, Aulin-Ahmavaara, 1999, considers the following expression (1) in p. 351 (our notation):


� INCRUSTAR Equation.COEE2  ���


where Kj is the capital input to [produce one unit of commodity j] and r is the uniform price of capital input. If Kj contains more than one commodity, prices are needed. And these prices shall depend on productive and distributional aspects of the economic system. It should be pointed out, however, that she considers fixed capital as a reproducible factor of production.


� On matrices G and H, see Pasinetti, 1973.


� See Kurz and Salvadori, 1995, chapter 14.


� Actually, we do not need such an assumption either, only that prices remain constant.


� See, for instance, Gullickson, 1995.


� The requirement of constant shares on output is the condition to obtain a Cobb-Douglas from an accounting identity, as Shaikh has shown (Shaikh, 1974, 1980, 1987).


� Pasinetti, 1977, Appendix to Chapter VI, footnote no. 8.
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