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Abstract:

Although many methods for studying linkages between economic sectors exist, most methods only analyse the linkages between a specific sector and all other sectors, or the effects of all sectors on the economy as a whole.  Cluster analysis may be helpful to analyse which sectors are strongly connected to each other, when no specific sector is given in advance. The present article reviews how cluster analysis contributes to the analysis of intersectoral linkages. Furthermore, it describes several possible identification methods of these clusters. After selecting the best method, the article provides an index that can be used to compute the degree of similarity between clusters in different regions, countries, or time periods.
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 1. Introduction

Many authors stress the importance of relations between economic sectors, the so-called linkages, to economic growth. Theoretical analyses as well as empirical studies show that a sector cannot stand alone; in order to function properly it needs good relations with other sectors. Input-output tables are a useful tool for studying these linkages. However, indices for linkages mostly refer to either the effect of a specific sector on the other sectors or the effect of each sector on the economic system as a whole. These indices are not suited well for answering questions as to which sectors are strongly interrelated, when no specific sector is given in advance. Such an analysis may turn out to be quite tedious, especially in tables with many sectors. Cluster analysis provides a solution to answering these questions. By dividing the economic system in clusters of interrelated sectors, clusters show exactly which sectors are closely related to each other. 


The present article describes how cluster analysis can contribute to analysing linkages, and it analyses which cluster identification method leads to the best results. It starts by discussing the importance of linkages and by describing measures for analysing linkages in an input-output framework, after which it indicates why clusters are important and how cluster analysis can be a useful complementary tool to such analyses. Then, three commonly used methods are described explicitly. Although all methods are equally capable from a theoretical point of view, they do not lead to the same clusters. Twelve methods are tested in an empirical example, in order to understand the differences and to find the best method. The results clearly indicate which method is to be preferred. Finally, an index is constructed that shows the degree of similarity between two sets of clusters. This index is useful for analysing differences between clusters in different countries or for analysing the development of clusters in the course of time.

2. The importance of linkages

It is a well-known fact that economic growth depends on the sector structure of a country. After all, a country in which a fast-growing sector is relatively large will experience more economic growth than a country in which a slow-growing sector is relatively large. Overall economic growth also depends on the sectoral growth rates, which are influenced by the linkages between the sectors. These linkages denote the connections between sectors, and many authors stress their importance for achieving a sound economic system. Porter (1990), for example, includes linkages as a corner of his diamond, by which he implicitly denotes them as one of the four most important factors for gaining competitive advantages. 


Porter gives several reasons why linkages are important. For example, close connections between a supplier and a buyer may guarantee on time delivery of inputs, and may also be a guarantee for the quality of the inputs. Furthermore, when a firm successfully enters a foreign market, it will be relatively easy for firms that are strongly connected to this firm to gain access to the foreign market as well. 

Another important effect of strong linkages is a relatively fast diffusion of knowledge and new technologies (Forni and Paba, 2001). Empirical analyses show that linkages are important for the number of innovations developed in a country. For example, Feldman and Audretsch (1999) find a positive relation between the diversity of the local sector structure and the number of innovations developed by these sectors.

Since linkages are an important economic factor, much can be learned from analysing them. To this end, input-output tables are widely used. Chenery and Watanabe (1958) use the elements of the input coefficient matrix to compute the ‘extent of indirect factor inputs’. This index contains the first-order indirect effects of an increase in the production of a certain sector. In order to include the higher-order effects as well, Rasmussen (1956) uses the elements of the Leontief inverse to compute the linkages. Aggregation of all elements in a column of the Leontief inverse gives the ‘cumulative backward linkages' of a sector, which denotes the increase in total production of the entire economic system if final demand of this sector is increased with exactly one. Likewise, the aggregation of all elements in a row denotes cumulative forward linkages. 

Because Rasmussen’s cumulative forward linkages are actually based on backward linkages, Augustonovics (1970) suggests to use the Ghosh inverse for computing forward linkages. This Ghosh inverse, developed by Ghosh (1958), is based on the matrix with output coefficients instead of the matrix with input coefficients. Although the Ghosh model is theoretically implausible (Oosterhaven, 1988, 1989), it can be used if interpreted as a price model instead of a quantity model (Dietzenbacher, 1997). With the use of backward and forward linkages, key sectors can be identified based on the familiar Hirschman (1958) analysis. With these tools, it is possible to analyse which sectors are most important in an economic system. By using smart ways to display the outcomes, much can be learned about the interdependencies in an economic system and it is possible to compare two different countries or regions (Sonis, Hewings and Guo, 2000). The results may even be used to analyse technological linkages, by combining input-output tables and R&D data (Düring and Schnabl, 2000, Drejer, 2000).

There are some alternative methods to compute linkages. One of the most important alternatives is the method of hypothetical extraction, as suggested by Strassert (1968-1969) and developed further by Dietzenbacher, Van der Linden and Steenge (1993) and Dietzenbacher and Van der Linden (1997). This method first computes the results of the input-output table as a whole. Then, the effects are recomputed with one or more sectors omitted from the table. The differences between the two outcomes denote the effects of these sectors on the economic system. An advantage of the method of hypothetical extraction to the analysis mentioned earlier is the possibility to compute the joint effect of several sectors.

The methods above share many features and they can be used to analyse the same kind of problems. Mainly, two types of problems are easily analysed:  

1. How large are the linkages of a specific sector with other sectors?

2. Which sectors in an economic system have the largest impact on the economy as a whole? 

There are many reasons why a researcher may be interested in which sectors in the economic system have strong connections with each other. In that case, there is no specific sector to start the analysis with; the analyses concern bilateral inter-sectoral linkages rather than the effect of a specific sector on the economic system as a whole. Hence, the analyses above do not directly provide a framework to answer the general question as to which sectors are most strongly linked to each other. Cluster analysis has specifically been developed to answer questions of this type, however.


3. The importance of clusters

Firms in clusters may obtain strong and healthy linkages relatively easy. If suppliers and buyers are located close together, on time delivery and adjustments of inputs to changing needs due to new technologies or knowledge are relatively easy. Participating in a cluster allows for the exploitation of economies of scale and scope, which reduces costs, uncertainties and risks (Krugman, 1991, Krugman and Venables, 1996, Porter, 1998, Antonelli, 1999). Moreover, participating in a cluster increases the spillover effects of new technologies, knowledge, and innovations. 


Clusters have the strongest effects if they consist of related firms, for example firms that use the same technology or firms that have a buyer-supplier relation. Hence, the concepts of linkages and clusters are closely related. Empirical analyses show that this also holds in input-output tables. DeBresson (1996) finds that the linkages in input-output tables resemble the diffusion pattern of innovations, and Forni and Paba (2001) even conclude that “I-O linkages are an important source of technological externalities” (p. 16). The latter authors also conclude that specialisation as well as variety matters for economic growth, and that “this ‘variety effect’ reinforces the idea that ‘balanced’ clusters of sectors are more likely to be successful” (p. 18).


Cluster analysis is important because it may help to solve several analytical problems. One of these problems is the topic of aggregation. Input-output tables often contain an enormous amount of detailed data. In order to deal with these data or to publish the results of an analysis in a convenient way, it is necessary to aggregate the data. This raises the question as to how sectors should be aggregated. Preferably, the aggregated sectors have the same input structure (see the literature review in Lahr and Dietzenbacher, 2001). Another possibility is to search for clusters of sectors with strong linkages; the clusters then denote how the sectors may be aggregated (Aroche-Reyes, 2001). 


Other cluster-related problems are the topics of visualising economic structure or finding the fundamental structure of an economic system. Many input-output analyses try to find the most important chains of sectors in the input-output table, which denote the most important or fundamental structure of an economic system. The techniques used to find this fundamental structure are most often triangularisation of the input-output table (Simpson and Tsukui, 1965) or mapping and graphic techniques (Schnabl, 2001, Aroche-Reyes, 2001). The latter technique is also applied to visualise the economic structure of a country, by using graphs to show the most important relations in an input-output table. Since clusters denote the most important linkages between sectors, they describe the most important patterns in an input-output table. Hence, cluster analysis can be employed in finding the fundamental structure or in visualising the economic structure of a country.

4. Cluster identification methods

The section above discussed the importance of clusters and several possible applications of cluster analysis. This section describes how clusters may be identified empirically. By comparing the features and outcomes of several cluster identification methods it will be possible to analyse which method yields the best results.

Most cluster identification methods are based on the filière method. This method appoints two or more sectors to one cluster if the linkages between the sectors are relatively large. Several variables may be used to identify clusters: the input coefficient matrix (i.e. the intermediate deliveries of a sector i to a sector j divided by total input of sector j), the output coefficient matrix (i.e. the intermediate deliveries of a sector i to a sector j divided by total output of sector i), or the Leontief inverse.

To select the sectors that are added to a cluster, a method based on maximising is most often used. First, the largest off-diagonal linkage in a table is selected. Then, the sectors between which this largest linkage occurs are aggregated into one cluster. Treating this cluster as a new sector, the next largest element is selected, and the sectors between which this element occurs are aggregated into a cluster. In this step a new cluster is formed, a sector is added to a previously found cluster, or two clusters found previously are added together into a new larger cluster. The method continues in this way until an exogenously specified number of clusters have been found, after which it terminates. Obviously, this general method has two important drawbacks: the method uses only one data source and the number of clusters has to be specified in advance. 


To prevent the first drawback, restrictions may be included to assure that the element chosen is important from more points of view. If only the table with intermediate deliveries is chosen, there is no guarantee that the element chosen is important for the supplier as well as for the buyer. Likewise, a certain sector may be the most important or even the only buyer of a certain supplier, in which case the buyer is extremely important to the supplier. This does not mean, however, that the supplier is equally important to the buyer; the output coefficient belonging to the same element is small if other sectors supply much more to the same buyer. To guarantee the importance of a transaction to the buyer, the supplier and the economy as a whole, restrictions can be applied to the elements used in the maximising procedure. This restricted maximising then looks for the largest element in a table that satisfies certain restrictions with respect to the other variables. Eding, Oosterhaven and Stelder (1999) even identify clusters by applying restrictions only. They focus on all elements in an input-output table that satisfy the following restrictions: 

1. the intermediate delivery has to be larger than a constant α multiplied by the average of all intermediate deliveries; 

2. the input coefficient has to be larger than a constant β multiplied by the average of all input coefficients; 

3. the output coefficient has to be larger than a constant β multiplied by the average of all output coefficients.  

If elements that do not satisfy all three restrictions are put to zero
, the remaining table may, for smart choices of α and β, show a division of the sectors in clusters. Otherwise, the method that uses maximising applied to the elements that satisfy the restrictions will yield the desired classification of sectors into clusters. By choosing proper values of α and β, the method terminates without having to specify the desired number of clusters. Of course, α and β still may be adjusted until the desired number of clusters has been reached, but specifying a number of clusters in advance is no longer necessary for the method to terminate, which solves the second drawback.

5. An empirical example

Above, three methods can be distinguished that identify clusters. The first method is the method of maximising. This method follows the following steps:

1. choose an input-output matrix (the intermediate deliveries matrix, the input coefficient matrix, the output coefficient matrix or the Leontief inverse); 

2. put all elements on the diagonal to zero; 

3. find the largest element; 

4. add the two sectors between which this element occurs together; 

5. compute the new input-output matrix (with one sector less); 

6. repeat steps 2 to 5 until an exogenously specified number of clusters has been identified.  

The second method can be characterized as the method of restricted maximising. It uses the following steps:

1. choose restrictions of the type: 

zij > α1 

aij >  α2 

bij >  α3 in which zij denotes the intermediate deliveries of sector i to sector j, aij is the input coefficient belonging to this intermediate delivery and bij is the output coefficient belonging to this intermediate delivery, and the symbols α1, α2 and α3 are values that are specified exogenously; 

2. choose an input-output matrix (the intermediate deliveries matrix, the input coefficient matrix, the output coefficient matrix or the Leontief inverse); 

3. put all elements that do not satisfy the restrictions to zero; 

4. put all elements on the diagonal to zero; 

5. find the largest element; 

6. add the two sectors between which this element occurs together; 

7. compute the new input-output matrix (with one sector less); 

8. repeat steps 4 to 7 until an exogenously specified number of clusters has been identified.  

The third method is referred to as the method based on a block diagonal matrix or the diagonalisation method. A block diagonal matrix can be split up in parts that have no connections with each other. If the sectors are rearranged appropriately, the matrix would look like blocks of matrices along the main diagonal. All elements between sectors that are not in the same block are zero. Hence, all off-diagonal blocks would consist entirely of zeroes.

If elements of an input-output matrix are put to zero, the remaining structure may be block diagonal, in which case the sub-matrixes denote a natural division of the sectors in clusters
. Since the zeroes now denote the structure of the clusters, a drawback of this method may be that the clusters are no longer based on the exact strength of the linkages; the linkages only have to satisfy certain restrictions. In most cases, however, this will not pose serious problems since the restrictions guarantee that the clusters are based on the most important linkages.

To compare the results of the three methods, all methods are applied to a matrix with intermediate deliveries, a matrix with input coefficients, a matrix with output coefficients and the Leontief inverse
. For the example, the Dutch input-output table of 1998 according to 106 sector is used to identify 5 clusters. Appendix B shows the sector classification of the table.

For the method of restricted maximising, the restrictions are copied from the analysis of Eding, Oosterhaven and Stelder (1999): the intermediate deliveries have to be at least 10 times the average intermediate delivery, and the input coefficients and the output coefficients have to be at least 5 times as large as the average input coefficient or output coefficient. For the method based on a block diagonal matrix, the restrictions were chosen equal for all variables, which means that only elements were taken into account for which the intermediate deliveries, the input coefficients and the output coefficients belong to the same percentage of largest elements. This percentage was adjusted until 5 clusters were found.

The results of the analyses are shown in Table 1. Appendix C shows the detailed results. It displays the clusters and the numbers of the sectors aggregated in the clusters. Appendix B shows the names of the sectors associated with the numbers.

Table 1: Clusters identified by several methods




Maximising
Restricted maximising
Block diagonal

Intermediate deliveries
Agro-food

Energy 
 (mini)
Construction
 (mini)
Trade

Finance
 (mini)
Agro-food

Chemicals 
 (mini)
Travel 
 (mini)
Government

Mega cluster
Agro-food

Metal

Travel

Finance

Mega cluster

Input coefficients
Advertising 
 (mini)
Energy

Travel 
 (mini)
Finance 
 (mini)
Mega cluster
Well-being 
 (mini)
Energy

Agro-food and travel

Cars 
 (mini)
Mega cluster
Agro-food

Metal

Travel

Finance

Mega cluster

Output coefficients
Agro-food

Travel

Construction

Government

Mega cluster
Agro-food and travel

Chemicals
 (mini)
Construction

Government

Mega cluster
Agro-food

Metal

Travel

Finance

Mega cluster

Leontief inverse
Advertising 
 (mini)
Energy

Travel 
 (mini)
Finance 
 (mini)
Mega cluster
Agro-food and travel

Welfare 
 (mini)
Construction-government

Cars 
 (mini)
Mega cluster
Agro-food

Metal
(mini)
Travel

Finance

Mega cluster






A mini cluster consist of only two sectors

A mega cluster consist of a large number of sectors that do not have a clear relation

6. Empirical problems with the identification of clusters

The results in Table 1 show that the cluster identification methods generally lead to four problems:  

1. the choice of the data used for maximising is arbitrary; 

2. the results are inconsistent; 

3. in many cases, a mega cluster without a meaningful interpretation are found; 

4. many clusters are very small, which complicates the interpretation of the results;  

ad 1. The data used 

The method of maximising works regardless of the data used as input. Hence, the Leontief inverse, the matrix of intermediate deliveries, the input coefficient matrix and the output coefficient matrix can all be used for finding clusters. Of course, restrictions may be applied to the variables not used in the maximising process.

Theoretically, no matrix is preferred to the others. Since every matrix has a different interpretation, each matrix leads to a slightly different cluster: the input matrix stresses the importance of suppliers, the output matrix focuses on buyer-relations, the intermediate deliveries denote the importance of a transaction in the economic system as a whole, and the Leontief matrix includes all indirect effects as well as the direct effect. Hence, the data used indicate how the results should be interpreted. In a cluster all of these relations are to some extent important. Since there is no theoretical reason why one interpretation should be preferred to the other interpretations, the most elegant method yields the same outcome for all tables.

ad 2. Inconsistent results 

Although it would be best if all tables lead to the same results, the clusters found by the maximising methods generally differ when different tables are used. Since it is not clear which data should be used, it is not clear which clusters are the "correct" clusters.  

ad 3. Mega clusters 

In many cases, the empirical results show the appearance of one cluster with many sectors. This cluster sometimes acts as a residual cluster: many sectors that do not obviously belong to a certain sector end up in this cluster. For the method of maximising applied to the matrix with intermediate tables, this result is plausible. If two sectors are aggregated into one cluster, their transactions are added together. Hence, all elements become larger and the chance to find the next largest element in a column or row of this cluster increases. If two clusters appear, the intermediate deliveries between these two clusters consist of the intermediate deliveries of all sectors included in both sectors. Thus, the chance that this element is the next largest element increases in which case both clusters are added together in a new larger cluster. Although the appearance of a mega cluster in this way seems plausible, it is still difficult to interpret.


For the other methods, a different explanation applies. The structure of the mega cluster often shows that the mega cluster contains several smaller clusters. Hence, the mega cluster exists because the number of identified clusters is too low. Indeed, if the number of clusters is not specified exogenously, the mega cluster disappears and the diagonalisation method results in 10 clusters.

ad 4. Mini clusters 

The results of the cluster identification method show many clusters that consist of only two sectors. These clusters are denoted in Table 1 by the word ‘mini’ behind their names. Although these sectors have strong bilateral linkages with each other, theoretically clusters should contain a whole system of interconnected related firms, suppliers, buyers, and institutions. Hence, clusters are expected to contain more than only two strongly connected sectors. The method based on block diagonal matrices does not have this problem. In fact, it seems to solve all problems described above.

Since the intermediate deliveries of elements that do not fit the restrictions are put to zero, the corresponding elements of the input coefficient matrix, the output coefficient matrix and the Leontief inverse also become zero. Hence, all matrices are block diagonal in the same way and the method leads to the same clusters, regardless of the data used
. Although mega clusters appear with the diagonalisation method, these mega clusters disappear if the number of clusters is not specified in advance. Mini clusters do not or hardly appear in the empirical results of the method based on block diagonal matrices.

From the findings above, the cluster identification method based on block diagonalisation gives the best results. Hence, this method can be used best to analyse which sectors have the strongest linkages with each other. The method requires restrictions for selecting the most important elements in a matrix. Since the input-output data do not follow a clear statistical distribution, it was not possible to apply a significance level. Instead, a threshold level is used, i.e. the restrictions were stated as a percentage of largest elements. For example, a threshold level of 5% would result in the following restrictions:

1. the input coefficient belongs to the 5% of largest input coefficients;

2. the output coefficient belongs to the 5% of largest output coefficients;

3. the intermediate delivery belongs to the 5% of largest intermediate deliveries.

After setting all elements that do not satisfy these restrictions to zero, putting the matrix in the block diagonal form shows which sectors belong to which clusters. There are several possible algorithms for making the block diagonal matrix by rearranging sectors. Appendix A describes an algorithm that does not involve complex computations and is easy to program. An algorithm based on eigenvalues that has as an advantage that it orders the clusters according to the strength of their linkages can be found in Dietzenbacher (1996). 


Finally, a remark should be made about ‘cluster switching’. Howe and Stabler (1989) found that an object may be assigned to a totally different cluster if the number of identified clusters is changed. However, their analysis concerned clustering of regions rather than clustering of sectors. The cluster methods described above did not show this phenomenon for sectors. Furthermore, the diagonalisation method cannot show cluster switching. If the threshold level decreases, the elements that were already put to zero remain zero. Hence, the only possible changes are a splitting up of the clusters found before in smaller (sub)clusters and the disappearance of sectors from an existing cluster. As a result the new threshold level leads to the same clusters with less sectors or to more clusters, but the switching of a sector to a totally different cluster is impossible. Similarly, increasing the threshold level leads to more clusters that were not found before, the same clusters with more sectors, or to an aggregation of the original clusters, without sectors switching between clusters
.

7. The similarity index

 If two sectors are aggregated in the same cluster, they are said to have a ‘connection’. Hence, if three sectors are grouped into the same cluster, each of these three sectors has a connection with the other two sectors, which leads to a total of 3 connections. Since connections should not be counted twice, the number of connections in a cluster which consist of n sectors is 
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An index that shows the degree of similarity between clusters found in different countries or in different years can be derived by looking at the number of similar ‘connections’. For a comparative analysis, the connections in two different years are analysed. In order to compare the results, the number of connections that appear in both years are counted. For example, if a country finds two clusters of two sectors each in year 1, it has only two connections in year 1. Suppose that this country finds the same two clusters in year 2, with one sector added to one cluster. Hence, in year 2 cluster 1 consists of two sectors, the same two sectors as in year 1, and cluster 2 consists of three sectors, the same two sectors as in year 1 plus one extra sector. In year 2 this country has four connections, one in cluster 1 and three in cluster 2. However, only two of these connections are the same in years 1 and 2; therefore, the number of similar connections is two.

Expressing the number of similar connections as a percentage of the number of connections in year 1 leads to a measure of similarity. In the example this would be 100%, because all connections found in year 1 are also found in year 2. Of course, the index could also be computed based on the number of connections in year 2. In that case the index would show only 50% similarity, because the number of connections in year 2 is four, of which only two are also found in year 1.

Obviously, the indices are not necessarily the same, since the number of connections in year 1 and year 2 may differ. A third option would be computing the average of both indices
. If the index based on year 1 is used, it reaches 100% if all connections in year 1 are also found in year 2, as in the example. If year 2 finds more connections than year 1, the index may still reach 100%. However, if the number of connections in year 1 exceeds that of year 2, the number will always be smaller than 100%. In the last case the index based on year 2 may be 100% again. The average of both indices solves this asymmetry. Furthermore, it adds a nice feature, since in this case the index is 100% if and only if year 1 and year 2 find the exact same connections. If in one of either years an extra connection or a different connection is found, the index will be smaller than 100%, which is plausible since the clusters found are not exactly the same. 


For testing the index, Dutch input-output tables classified according to 106 sectors for the years 1995 to 1998 are used. Table 2 shows the degrees of similarity between the clusters in these years and the clusters in 1998.

Table 2: Similarity between clusters in 1998 and several other years, percentages

Year
1995
1996
1997
1998

Similarity
85
86.5
95.5
100

Clusters are expected to change over time, but at a slow pace. Hence, years further away from the base year should have smaller degrees of similarity than years close to the base year. This decrease over time, however, is likely to be small. Table 2 reflects exactly this expectation. 

However, only few years are included in the analysis, since earlier data are not comparable to the 1998 table due to recent revisions of the sector classification. A better test of the similarity index requires a larger time series. By using less detailed data, it is possible to extend the period for which consistent input-output tables are available. For the period 1969-1992 input-output tables can be constructed according to the same 52 sectors. The cluster identification method was applied for all these years, and the degree of similarity between the clusters in each year and the clusters in 1992 was computed. Table 3 shows the results, which are again in line with the expectation expressed above.

Table 3: Similarity between clusters in 1992 and several other years, percentages



year 
1969
1970
1971
1972
1973
1974
1975
1976

similarity
58.5
60
61.5
61.5
67
65.5
65.5
68.5

year 
1977
1978
1979
1980
1981
1982
1983
1984

similarity
76
68.5
76
79
76
72
72
72

year 
1985
1986
1986
1988
1989
1990
1991
1992

similarity
72
82
86
94
100
96.5
96.5
100

8. Conclusions

Although many theoretical cluster analyses are based on linkages between firms, empirical methods for identifying clusters are often based on linkages between sectors. Not surprisingly, many of these empirical analyses use input-output tables. These cluster identification methods are a useful complement to existing methods for analysing linkages. Clusters show which sectors are closely related, whereas backward and forward multipliers show the impact of a specific sector on the other sectors or the impact of each sector on the economic system as a whole. Clusters show the strongest bilateral sectoral relations rather than the effects of one specific sector or the effect on the economic system as a whole. 


An empirical example shows that many cluster identification methods suffer from four drawbacks. Firstly, it is not clear which data should be used by the method, Secondly, different data generally lead to different results. Thirdly, many methods find one large cluster with many sectors without a clear relation (mega clusters). Fourthly, in many cases clusters consist of only two sectors (mini clusters). Only the method based on block diagonal matrices leads to the same clusters regardless of the data used, while no mini clusters are found. The problem of the mega cluster is solved if the number of clusters is not specified in advance. Hence, this method leads to the best results. 


Finally, a method is derived to compare the similarity between clusters in different countries or in different time periods. A connection is defined to exist if two sectors are added to the same cluster. Then, expressing the number of similar connections as a percentage of the total number of connections leads to a measure for the degree of similarity between clusters in different years or different regions.
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Appendix A: Algorithm for constructing a block-diagonal matrix
The following algorithm can be used for checking whether a matrix is block diagonal and for dividing the sectors into clusters:  

Step 1. Start at the upper-left part of the table, with the element in the first column and the first row. The sector belonging to this element is the first temporary cluster.  

Step 2. Move to the sector in the next row. Compute the sum of the deliveries from this sector to all sectors of the temporary cluster and the deliveries from all sectors of the temporary cluster to this sector. If this number is zero, go to step 3. Otherwise, add this sector to the temporary cluster and repeat step 2. If the last sector is reached and step 5 has never been reached, the matrix is not block diagonal.

Step 3.  Move to the next sector and compute the sum of the deliveries from this sector to all sectors of the temporary cluster and the deliveries from all sectors of the temporary cluster to this sector. If this number is zero, go to step 4. Otherwise, repeat step 3.  If the last sector is reached, go to step 5.  

Step 4. Swap the sector just found with the first sector right below the last sector of the temporary cluster. (For example, if the temporary cluster consists of the sectors 1, 2, and 3, and sectors 4 and 5 have no linkages with the first three sectors whereas sector 6 does, swap sectors 4 and 6). Swap the rows and the columns. Next, add the sector just found and swapped to the temporary cluster (in the example, add sector 6 to the temporary cluster). Continue with the last sector of the temporary cluster (in the example sector 6, which is now the fourth row (and column) of the new matrix) and move to step 2.  

Step 5. The temporary cluster is now a definitive cluster. Go to the first sector directly beneath the last sector of this cluster. This sector is the starting sector of the new temporary cluster. Move to step 2.

Appendix B: Sector classification of the Dutch 1998 input-output table

1

Arable farming

2

Horticulture

3

Live stock

4

Other Agriculture 

5

Service activities related to agriculture 

6

Forestry and hunting

7

Fishing 

8

Crude petroleum and natural gas production

9

Other mining and quarrying 

10

Manufacture of meat  

11

Manufacture of fish products

12

Manufacture of vegetable and fruit products

13

Manufacture of dairy prod. 

14

Manufacture of animal feeds 

15

Manufacture of other food products 

16

Manufacture of coffee and tea

17

Manufacture of beverages 

18

Manufactuure of tobacco products

19

Manufacture of textiles 

20

Manufacture of wearing apparel 

21

Manufacture of leather and leather products 

22

Manufacture of wood and wood products 

23

Manufacture of paper

24

Manufacture Paper products 

25

Publishing and printing

26

Manufacture of recorded media

27

Manufacture of petroleum products; cokes and nuclear fuel

28

Manufacture of other basic chemicals and man-made fibres

29

Manufacture of inorganic basic chemicals 

30

Manufacture of petrochemicals 

31

Manufacture of fertilisers and nitrogen compounds 

32

Manufacture of chemical products 

33

Manufacture of rubber and plastic products 

34

Manufacture of other non-metallic mineral products

35

Manufacture of basic metals 

36

Manufacture of fabricated metal products 

37

Manufacture of other machinery and equipment

38

Manufacture of domestic appliances 

39

Manufacture of office machinery and computers 

40

Manufacture of electrical machinery n.e.c.

41

Manufacture of radio, television and communication equipment

42

Manufacture of medical and optical equipment 

43

Manufacture of motor vehicles 

44

Manufacture of ships and boats 

45

Manufacture of trains, trams and aircraft 

46

Manufacture of other transport equipment 

47

Manufacture of furniture 

48

Manufacturing n.e.c.

49

Recycling

50

Electricity supply 

51

Gas, steam and hot water supply 

52

Collection, purification and distribution of water 

53

Site preparation 

54

Construction of buildings

55

Other civil engineering 

56

Building installation 

57

Building completion 

58

Renting of construction equipment 

59

Wholesale trade of motor vehicles/cycles 

60

Retail trade of motor vehicles/cycles 

61

Repair of motor vehicles/cycles; retail sale of fuel 

62

Wholesale trade (excl. motor vehicles/cycles)

63

Retail trade and repair (excl. motor vehicles/cycles)

64

Hotels and restaurants 

65

Passenger transport by road; railway transport 

66

Freight transport by road 

67

Transport via pipelines 

68

Sea transport 

69

Inland water transport 

70

Air transport 

71

Other supporting transport activities 

72

Supporting water transport activities 

73

Supporting air transport activities 

74

Activities of travel agencies 

75

Post and telecommunications 

76

Banking 

77

Insurance and pension funding 

78

Activities auxiliary to financial intermediation 

79

Letting services for leeses and own property 

80

Other real estate activities

81

Renting of movables 

82

Computer and related activities 

83

Research and development 

84

Legal and economic activities 

85

Architectural and engineering activities 

86

Advertising

87

Activities of employment agencies 

88

Building-cleaning activities 

89

Other business activities n.e.c.

90

Public administration; central government

91

Public administration; communities

92

Other public administration; compulsory social security activities 

93

Defence activities 

94

Subsidized education, universities

95

Subsidized education on a religious basis

96

Other subsidized education

97

Human health and veterinary activities 

98

Social work activities 

99

 Sewage and refuse disposal services; corporations

100

 Sewage and refuse disposal services; government

101

Other recreational, cultural and sporting activities

102

Lotteries and the like

103

Other service activities n.e.c.

104

Private households with employed persons 

105

Manufacturing and services n.e.c.

106

Trade and transport margins

Appendix C: The identified clusters


Maximising
Restricted maximising
Block diagonal

Intermediate deliveries
Agro-food

3, 10, 13, 14

Energy 
 (mini)

8, 51

Construction
 (mini)
34, 54

Trade

59, 60, 62, 63, 66, 80, 114

Finance
 (mini)

77, 78
Agro-food

3, 10, 13, 14, 15, 64

Chemicals 
 (mini)
28, 30

Travel 
 (mini)
70, 74

Government

91, 99, 100

Mega cluster
Agro-food

3, 5, 10, 13, 14

Metal

35, 36, 37

Travel

45, 65, 70, 73, 74

Finance

75, 76, 77, 78, 82, 87

Mega cluster

Input coefficients
Advertising 
 (mini)
25, 86

Energy

8, 31, 51

Travel 
 (mini)
70, 74

Finance 
 (mini)
77, 78

Mega cluster
Well-being 
 (mini)
80, 98

Energy

2, 8, 35, 50, 51

Agro-food and travel

3, 5, 10, 13, 14, 15, 17, 64, 70, 74

Cars 
 (mini)
60, 81

Mega cluster
Agro-food

3, 5, 10, 13, 14

Metal

35, 36, 37

Travel

45, 65, 70, 73, 74

Finance

75, 76, 77, 78, 82, 87

Mega cluster

Output coefficients
Agro-food

3, 4, 5, 10, 13, 14

Travel

70, 73, 74

Construction

6, 9, 22, 34, 53, 54, 56, 57, 58

Government

91, 99, 100

Mega cluster
Agro-food and travel

1, 3, 5, 10, 13, 14, 15, 17, 64, 70, 74

Chemicals
 (mini)
28, 30

Construction

22, 34, 35, 36, 54, 56, 57, 79

Government

55, 81, 90, 91, 95, 99, 100

Mega cluster
Agro-food

3, 5, 10, 13, 14

Metal

35, 36, 37

Travel

45, 65, 70, 73, 74

Finance

75, 76, 77, 78, 82, 87

Mega cluster

Leontief inverse
Advertising 
 (mini)
25, 86

Energy

8, 31, 51

Travel 
 (mini)
70, 74

Finance 
 (mini)
77, 78

Mega cluster
Agro-food and travel

3, 5, 10, 13, 14, 15, 17, 64, 70, 74

Welfare 
 (mini)
80, 98

Construction-government

34, 55, 90, 91, 95, 99, 100

Cars 
 (mini)
60, 81

Mega cluster
Agro-food

3, 5, 10, 13, 14

Metal
(mini)i)
35, 36

Travel

45, 65, 70, 73, 74

Finance

75, 76, 77, 78, 82, 87

Mega cluster

� This approach, setting elements that do not fit a certain requirement to zero, is rather common in input-output analysis. Mostly, it is used to focus attention to the most important or fundamental developments (Simpson and Tsukui, 1965). The so-called ‘qualitative approach’ even transforms the entire input-output matrix into a boolean matrix containing only zeroes and ones (Düring and Schnabl, 2000, Drejer, 2000, Aroche-Reyes, 2001).


� A block diagonal matrix can be seen as a special case of a block triangular matrix (Dietzenbacher, 1996). Analyses using such matrices occur often in input-output analysis. A well-known example is the analysis performed by Simpson and Tsukui (1965). 


� Depending on the research question, a researcher may want to identify domestic or international clusters. In the first case, the domestic table may be used, while in the latter case the matrix with imports may be added to the matrix with domestic deliveries. The conclusions about which method can be used best are the same in both cases. 


� The results of the diagonalisation method based on the Leontief inverse may differ a little from the results of the method applied to one of the other matrices, since computing an inverse may change the initial pattern of zeroes.


� Another difference between the finding of Howe and Stabler and the result of the diagonalisation method is that the last method does not specify the number of identified clusters in advance.


� In the example this would give a similarity index of 75%.
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