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Abstract

Increases in the publicly owned capital stock augment a nation’s productive capacity.  One form of public investment is particularly relevant to debates about controlling greenhouse gases, which is the theme of this conference.  Additional spending on parts of the transportation infrastructure, such as buses, subways, railroads, and light rail systems, creates the possibility of allowing businesses and households to chose transportation modes that generate less air pollution than automobiles and trucks.  This paper takes a preliminary step toward an analysis of the effects of public investment by outlining a physical-unit social accounting matrix (SAM). While the value of the social accounting approach for analyzing the effects of changes in spending on income levels and distribution have been recognized, the traditional SAM, constructed solely in monetary units, is not appropriate for analyses of pollution or technical change, both of which require the analysis of physical processes.  One issue explored is the necessary and sufficient condition for positive solutions.
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1.  Introduction

Leontief and Ford’s (1972) pioneering study considered the effects on air pollution of changes in various components of final demand, including government spending. Government spending can be analyzed in a number of ways, but Leontief and Ford followed the conventions used by the Interagency Growth Project of the 1960s.  This group of U.S. government agencies analyzed spending by functional categories, such as education and health care.  Other input-output studies have either treated government spending as an endogenous variable (Leontief, Carter and Petri 1977, Duchin and Lang 1994) or used different functional breakdowns. 

An alternative approach would distinguish between government spending on consumption and investment.  Increases in the publicly owned capital stock augment a nation’s productive capacity.  A model that distinguishes government investment spending makes it possible to analyze historical developments in terms of changes in shifts in government resources between these two categories and changes in the composition of investment spending.  Such a model could also be used to sketch scenarios of the future under alternative assumptions about fiscal policy.  One form of public investment is particularly relevant to debates about controlling greenhouse gases, which is the theme of this conference.  Additional spending on parts of the transportation infrastructure, such as buses, subways, railroads, and light rail systems, creates the possibility of allowing businesses and households to chose transportation modes that generate less air pollution than automobiles and trucks.  To analyze such effects it is also necessary to consider the prices of the alternative transportation modes, and these prices will in turn depend on subsidies and indirect taxes.

This paper takes a preliminary step toward such an analysis by outlining a social accounting matrix (SAM).  Because a significant portion of the transportation infrastructure serves urban areas, the accounts distinguish urban from non-urban households.  The paper also develops a static theoretical scheme in which capital-account spending is distinguished by institutional sector, and exogenous spending and transfers to households determine quantities produced, while exogenous components of value added and transfers from households determine prices of products and incomes.  Because of this conference’s theme, the example developed analyzes quantities of different transportation services produced, of petroleum consumed, the prices of the transportation services and petroleum, and of carbon dioxide produced. 

Policy discussions about air pollution often involve changes in technology (perhaps stimulated by tradable permits or subsidies), new products, or changes in consumer tastes.  See, for example, from a voluminous literature Schelling (1992), Duchin and Lang (1994), Schmalensee (1998), Lutz (2000), and Nordhaus and Boyer (2000).  While the value of the social accounting approach for analyzing the effects of changes in spending on income levels and distribution have been recognized, the traditional SAM, constructed solely in monetary units, is not appropriate for analyses of pollution or technical change, both of which require the analysis of physical processes. One issue explored is the necessary and sufficient condition for positive solutions when SAM-based models are specified in physical units.  

2.  The Accounting Framework and the Description of Technology 

The basis of most input-output tables is a set of accounts for producing establishments.  These production accounts record as receipts the value of output, while the expense side records purchases of intermediate inputs, taxes less subsidies on production, and the components of value added.  As the System of National Accounts by the United Nations (1993a) recognizes, the components of value added can be recorded in different ways, depending on whether or not data on capital consumption are available.  If available, it can be recorded as a separate item; if not, then the components are employee compensation and gross operating surplus–gross because it includes capital consumption  

 Producing establishments can also keep capital accounts.  The expenditure or change-in-assets side records purchases of fixed assets—durable products used repeatedly in production. Any change in inventories would also show up on  this side of the account.  In the SNA the expenditure side also records net acquisitions of valuables and of nonproduced, nonfinancial assets, but these types transactions, not being essential to the analysis, will be ignored.  The revenue or change-in-liabilities side of the account can take different forms depending on the availability of data on capital consumption.  If such data is available, the revenue side records capital consumption and net savings.  If capital consumption cannot be broken out, the revenue side records gross savings.  The balancing item is net lending (if capital accumulation is less than capital account receipts) or borrowing (if accumulation is greater).  

For the purpose of developing an example, it will be assumed that a government-owned enterprise operates a railroad in urban areas, and that the fees it charges suffice to cover operating expenses but do not provide a return to the capital invested.  Its production account shows revenues from fees and indirect taxes and expenses on labor and other materials, while the capital account records expenses for manufactures used to provide railroad services.  The government also provides subsidies to privately owned corporations that provide trucking services.  

In the SNA and in the accounts of the United States, production does not generally include generally services produced by households for their own final consumption.  The exception is services provided by owner-occupied housing.  Thus household purchases of new homes are registered in a capital account for households, but the purchase of a new car is treated as consumption.   

Because each industry’s production-account expenses are another sector’s production-account receipts, the flows between industries can be arranged in a transaction table.  Table 1 summarizes the transactions for a hypothetical economy in which it is initially assumed that each industry produces a single homogenous output.  The first four columns show the production-account expenses of three privately owned and one publicly owned industries, while the last three columns show the components of final demand–household consumption, government consumption, and investment.  Similarly, the last three rows show the components of value added​–employee compensation, indirect taxes, and gross operating surplus.   

{Insert table 1 about here.]

Such transactions tables aggregate all households and all employee compensation.  For the purpose of understanding the effects of alternative levels and compositions of public investment it is desirable to disaggregate the household sector into subsectors with greater homogeneity in spending patterns. Households can be classified in many ways.  Some of the classic studies on household spending (Stone 1970, Houthakker and Taylor 1970) focused on income and household size.  Because the theoretical scheme developed below will determine quantities, including quantities of employment, household income will be endogenous.  Thus income per se would not be a structural characteristic of households, though forms of income related to the ownership of capital assets could be.  For our purposes a more salient variable is whether a household is located in an urban or rural area.  Subways, buses, and commuter trains are generally found in urban and not rural areas.  Thus transportation-related spending should be more homogenous within subgroups classified as either urban or rural.  To the extent that stores in urban areas offer more alternatives or to the extent that consumers in urban areas have different tastes, other types of spending could also be more homogenous within these subsectors.  The example developed below will thus treat the households as either urban or rural.  The more general treatment, which follows, allows for further subclassifications.  

Similarly, an analysis of the effects of changes in subsidies or indirect taxes on the structure of prices would be more accurate if labor inputs were disaggregated by the occupation of the workers.  The breakdown by occupation is also useful if one is trying to anticipate the demands on education and training systems caused by changes in demographics and technology.  For this reason, the Bureau of Labor Statistics has since the early 1960s supplemented the interindustry portion of the U.S. input-output table with a detailed industry-occupation matrix, and used this to prepare regular projections of occupational employment (Bureau of Labor Statistics 1997).  Building on the Bureau’s work, Leontief and Duchin (1986) analyzed the effects of automation on occupational and total employment.  Most input-output studies, however, aggregate all labor. 

Pyatt and Round (1979) and others have used the social-accounting-matrix approach to disaggregate households.  The SAM approach differs from the input-output approach in several ways.  The most conspicuous is that a social accounting matrix shows a row and a column for every account, with the row total and the column total being the same.  In the input-output approach all receipts and expenses from the industry production accounts are shown, but the rows for the components of national income do not have corresponding columns, and the columns for final demand spending to not have corresponding rows.  Thus to construct a SAM from an input-output table, we need additional columns that show the uses of the different forms of income, and we need rows which show the sources of income for the spending on final demand by different institutional sectors.

The social accounting matrices in the 1993 SNA also include a number of other accounts, showing, for example, how primary forms of income are redistributed into other forms such as taxes on income and transfers, and then how disposable income is used by the various institutional sectors.  Pyatt and Round (1979) and Duchin (1998) take a simpler approach, omitting, among other things, the accounts for redistribution.  Table 2 below follows this simpler approach. 

[Insert Table 2 about here.]

While our information on monetary flows is based on accounting records, the analysis of the relationships between pollution and economic activity requires additional information.  Because pollutants are generally not bought and sold, they will not show up in establishment accounts. Following up the ideas of Leontief, the United Nations Department for Economic and Social Information and Policy Analysis (1993b) recognized that pollutants (or residuals as the UN referred to them) need to be measured in physical units, and that the determination of pollution by sectors generally requires that some inputs be measured in physical units.  For example, if we are interested in constructing accounts that show the sectoral origins of anthropogenic carbon dioxide, and the only fuel used is petroleum, then we need to know the carbon content of the petroleum and the physical quantities consumed by different sectors.  Such information would give us a measure of the sector’s gross output of the pollutant.  For some pollutants, a sector could engage in abatement activities.  Thus the United Nations’ (1993b) integrated economic and environmental accounts include satellite accounts showing the usage of industrial products, the discharge of pollutants, and the treatment of pollutants, all measured in physical units, for both the industrial sector and individual consumption.  De Haan and Keuning (1996) adopt a different approach, combining monetary accounts for production with physical-unit measures of pollutants. The physical-unit approach of Leontief and the UN differs from the monetary-unit approach generally used in social accounting matrices.  It is, however, more consistent with microeconomic theory, in which there is a duality between quantity and price relationships.  

The physical inputs into production can be calculated from Table 2 by dividing each row by the product’s price.  In a similar manner, the inputs of the different occupations measured in employee-years can be obtained by dividing each element in an occupational row by the yearly compensation for that occupation.  Indirect taxes and operating surplus can be measured in constant dollars.  

The current accounts for households also raise an interesting measurement issue.  From the economic point of view, households’ purchases of consumption goods and services are the monetary aspect of processes that result in the reproduction of households and their labor services.  If one is trying to construct accounts in physical units, it seems natural to measure households in physical units, such as the number of households.  A physical-unit SAM would then allow changes in the demographic composition of the population—in the example presented here, changes in sizes of the urban and rural populations—to be related to changes in labor demand and aggregate consumption.  This is not a strategy that has been pursued in the SAM literature, which generally eschews nonmonetary measures.  One exception is Duchin (1998), which developed price and quantity models within a SAM framework.  However, she measured the quantity of households in constant dollars.  In the scheme in this paper, however, the quantity of a type of household will be the number of that type.  Ideally, this information will be obtained from a survey or census of households.  In the absence of direct measurements of household numbers, one can divide the monetary entries in Table 2 by the income of that particular type of household.

[Insert Table 3 about here.]

Table 3 depicts the amounts of carbon dioxide produced by an industry in that industry’s column. This is a natural way of representing pollution, if one thinks of an industry’s accounts as reflecting processes that can be represented by a column of coefficients.  De Haan and Keuning (1996) among others have proposed accounts that show an industry’s pollutants in its row, to the right of the components of final demand.  Because of the conceptual dependence between a sector’s pollution and its consumption of materials measured in physical units, I have retained the columnar presentation.  

3.  The Determination of Prices and Quantities:  A Simple Case   

Like other microeconomic theoretical schemes, Leontief (1936) focused on the determination of prices and quantities of produced goods and services.  He relied on what he called balance or reproduction conditions for those products.  More recent work such as Duchin (1988), has relied on social accounting matrices and included additional equations for institutional sectors.  In this section I sketch a set of balance conditions similar to those of Duchin (1998) but which allow separate capital accounts for the different institutional sectors.  In addition, I explore in greater detail the issue of measuring the quantities in a social accounting matrix in physical units. The equations in this section apply to the hypothetical closed economy described above with two occupations and two classes of households.  In this section I ignore the issue of residential investment, and assume that the balance for the capital accounts of households is zero.  The next section provides a more general treatment and allows for residential investment. 

The starting points for the balance equations are accounting identities.  The generally accepted identities for quantities and prices establish a relationship between terms in the same time period, rather than establishing a dynamic relationship. Theoretical schemes for dynamic input-output relationships have tended to assume full capacity utilization and to produce unsatisfactory theoretical results, such as negative output.  Duchin and Szyld (1985) allow for variable capacity utilization, but it is not clear how their approach should be extended to a framework with accounts for different types of households and occupational earnings.  Because little work has addressed the issue of the dynamics of occupational employment and population by type of household, this paper confines itself to the simpler case of relationships within a time period.

 For the quantity of a product, the total has to equal the amounts consumed as intermediate inputs plus the amounts consumed by households, for private and public investment, and any final consumption by government.  For the price of a product, the identity stipulates that the price equals the cost of the intermediate inputs plus the unit costs for employee compensation, indirect taxes, plus a per-unit amount of operating surplus, all of which are measured in monetary units. 

To move from accounting identities to behavioral relationships, it is necessary to specify which variables can be represented parametrically.  In the input-output tradition it is customary to represent technology with sets of unit input coefficients for intermediate inputs and types of labor.  These coefficients can be derived from engineering information, as I discussed above in the case of pollutants.  Alternatively, if we are given the physical-unit accounting information, we can calculate the coefficients in Table 4 by dividing each column in Table 3 by the total for the corresponding row.  Because of  the exclusion of residential investment in this case, coefficients cannot be calculated for the columns that show the uses of households’ capital accounts.

[Insert Table 4 about here.]

Figure 1 shows a schematic representation of the coefficients, which is similar to Figure 6.1 in Duchin (1998).  When we measure households by the number of households and labor in employee years, the coefficients in the W11 submatrix have the dimension households of type i per employee years of occupation j, while the coefficients in the T11 quadrant have the dimension of household of type i per household of type j.   

 [Insert Figure 1  about here]

3.1  Balance equations

Duchin’s (1998) derivation of the balance equations began with a set of homogeneous relationships and then developed inhomogeneous equations from the homogenous.  The row for an exogenous variable was deleted from the system of equations, and the entries in the corresponding column of the accounts were added to both sides of the remaining equations.  This procedure has the advantage of  displaying the duality of the price and quantity models.  Since the same coefficients are used in both models, a decision to make a variable in the quantity model exogenous will have implications for the price system and vice versa.

 For the example developed above it is not possible to specify homogeneous equations because of the provisional assumption that households do not accumulate fixed capital.  This in effect means that the variables for household investment have been determined exogenously.  Once this is recognized, the question then becomes what other variables would we want to take as determined outside the system?

Corporate spending on investment, according to Keynes and other macroeconomic theorists, depends on the expected return on investment, which in turn depends on future levels of demand.  Spending on public investment could be determined in one of several ways.  From the point of view of demand management, spending on public investment could vary inversely with expected private sector demand, which again would involve expectations about the future.  Alternatively, decisions about particular investment projects could depend on cost-benefit analysis, which would in turn depend on assumptions about future use.  In either case, the level of public investment depends on variables that not determined within a static system. 

On the price side, if the levels of investment are exogenous, we are implicitly allowing for the possibility that some industries could have excess capacity.  This would suggest making the profit margins as exogenous.  In the public sector, the rates of indirect taxation will depend on a political process. 

I will assume that as a matter of social convention a type-k household consumes an amount cik, of product i. The balance equations for the quantities of the four products can then be written as:

xi - aijxj -  cikhk = bi1 + bi2 + bi3  (i= 1, 2, 3, 4)
(1)

piajipj - fmivm = i1 + i2  (i= 1, 2, 3, 4)
(2)

where xi is the level of production of good or service i, hk is the number of type-k households, bi1 is government consumption of product i, bi2 is private investment, bi3 is public investment; pi is the product price; vm is the rate of compensation for occupation m;i1 is indirect taxes on product i, and i2 is the profit margin on product i.  

For the two forms of occupational compensation, the identity for the row states that the total for the form of income equals the sum of the amounts employed:  

zj -  fjixi = 0  (j = 1, 2).
(3)

The identities for the columns do not have an equally familiar interpretation.  Perhaps the best way of approaching the issue is to consider the rate of compensation as the price for this account, just as the product price was the price for the first set of accounts.  The elements of the column for a particular occupation show a number of households of class i supplying employees to that occupational account divided by the total number of employees in the occupation.  These coefficients thus reflect differences in the participation of different types of households in occupational labor markets. The balance condition says that the rate of occupational compensation is a weighted average of the incomes of the different households, the weights being these occupational participation coefficients:

vj -  wjkyk = 0  (j = 1, 2).
(4)
For the use-of-income accounts the row states that the total number of households in a class equals the sum of the numbers associated with the accounts for primary incomes plus the amounts, if any, associated with inter-class transfers such as child support payments. If we view the size of transfers from the government to households as depending on a political or administrative process, then these amounts are exogenous. The corporate sector does not engage in final consumption, so its income takes the forms of transfers to government (taxes paid) or to households (dividends paid) or savings. If we take corporate dividends as exogenous, the question remains whether its dividend payments should be determined by a fixed-coefficient equation or treated as exogenous.  Here I adopt the latter option, which allows for the possibility that corporate managers alter the payment of dividends because of variations in stock prices.  These considerations lead to the following equation for households:

hk -  wkjzj-  tkihi = gk1 + gk2 (k=1, 2)
(5)

where gk1 is transfers to households from the corporate sector, and gk2 is transfers from the government. 

The identity for the column states that income that does not take the form of consumption or transfers is saved. Denoting the portion of income saved as sk, this balance equation can be written as:

yk - cjkyk-  tjkyk - skyk = k1 + k2 (k=1, 2)
(6)

wherek1 is transfers from households of type k to the corporate sector, and k2 is transfers to the government sector. 

(3.2) Solutions

In matrix notation the quantity equations can be written as:
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[image: image3.wmf]Figure 1.  Schematic of coefficients for a social accounting matrix
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[image: image4.wmf]Table 5.  Prices and quantities under alternative scenarios

Scenario

Shift in gov-

ernment

A. Prices

Initial

Change in

spending

solution

technology

and taxing

Both

Petroleum

92.5

79.3

92.8

79.5

Manufacturing

171

148.1

171

148.1

Trucking services

94.9

79.2

94.8

79.1

Railroad transportation

14.5

13.1

14.4

13

Managerial compensation

1

0.92

0.98

0.9

Operator compensation

0.52

0.43

0.51

0.42

Urban household income

4.52

4.16

4.4

4.04

Rural household income

0.52

0.43

0.51

0.42

B.  Quantities

Petroleum (thousand barrels)

64

54

67

57

Manufacturing (machines)

24

21

26

23

Trucking services (ton-miles)

44

38

45

39

Railroad transportation (ton-miles)

40

35

41

36

Managers (employee years)

200

175

208

182

Operators (employee years)

1640

1500

1700

1560

Urban households (number)

191

183

193

186

Rural households (number)

1520

1400

1570

1450

Carbon dioxide (metric tons)

21

18

22

19

Note: figures for operator-years and number of rural households have been rounded.
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where x is a vector of outputs, b1 is a vector of government consumption, b2 of private investment, and b3 of public investment, z is a vector of occupational employments, h is a vector of the numbers of households, and g1 is a vector of transfers to households from corporations, and g2 is a vector of transfers from government.  The price equations are
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I – A’
-F1’
0
p
1 + 2

0
I
-W11’
v    =
0


(8)


-C1’
0
I –T11’
y
1 + 2


where p is a vector of product prices,  is a vector of net indirect taxes, is profit margins, y is a vector of household incomes, 1 is a vector of transfers from households to corporations, and 2 is a vector of transfers to government.  If a solution for quantities exists, it can be found by Gauss’s algorithm or by inverting I – M, the square partitioned matrix on the lefthand side in equation (7).  Similarly, if a solution for prices exists, it can be expressed in terms of the inverse of the partitioned matrix in equation (8), which is the transpose of the matrix in (7).  Only if all the elements of these inverse matrices are nonnegative will positive solutions exist. 

In traditional applications of SAM models, the existence of a positive solution is not a particularly salient issue.  If the coefficients are based on an initial set of positive outputs, they will yield positive outputs for any semi-positive set of exogenous variables.  When the issues at hand involve changes in technology, which is central to discussions about air pollution, the situation is different.  Changes in the coefficients in the square matrices in equations (7) and (8)—which means changes in the coefficients for labor inputs, household consumption, occupational participation, and transfers, as well as intermediate inputs—create the possibility that solutions might not exist or that they could contain negative elements.  

In the case of an open input-output model, the necessary and sufficient condition for a positive solution is that the determinant of I-A and all other principal minors be positive (Hawkins and Simon 1949).  This can be interpreted to mean that if the economy as a whole is to be capable of producing a surplus for final demand, each individual industry and any combination of industries also has to be capable of generating a surplus.  

Because the social accounting matrix equations (7) and (8), like the open input-output model is a set of inhomogeneous equations, the Hawkins-Simon conditions apply to them.  This raises the question of what conditions need to be satisfied for the principal minors of I – M to be positive.  Hawkins and Simon (1949) noted that this condition would be met if all the entries in a column summed to less than one.  This will be true if all inputs and the output are measured in monetary units, because the sum will be unit costs divided by the unit price.  But when inputs and outputs are measured in physical units individual coefficients of viable technologies can exceed one.  In table 4, for example, both of the labor inputs in the manufacturing industry exceed 1.  

With the restriction on the sum of coefficients not available to us, it is necessary to explore alternative ways of analyzing the applicability of the Hawkins-Simon condition.  Consider first |I – M|.  If we apply Gauss’s algorithm, we can transform I – M into an upper-triangular matrix (Gantmacher 1959, pp. 44-45).  Because the determinant of a partitioned triangular matrix consists of the determinants of the diagonal blocks, we have:

|I – M| = |I – A| |I| |I – T11 - W11F1(I – A)-1C1|
(9)  

For the coefficient matrix in Table 4, the corresponding values are:

0.173 = 0.279* 1 * 0.621

If the technologies used in production are viable, the first term on the right-hand side will be positive, as it is in this example.  The second term will always equal 1.  The interpretation of the third term is easier if we consider the case where there is only one type of household, and I – T11 - W11F1(I – A)-1C1 is a scalar.  If we ignore the term W11F1(I – A)-1C1, a positive solution requires that

1 – t11 > 0.

This has an interpretation analogous to that for production in a one-sector model.  In that case, the Hawkins-Simon condition is that


1 – a11 > 0

The interpretation is that a technology is not viable if the production of a unit of, for example, corn requires more than one unit of corn as an input.  Similarly, if the reproduction of households requires that they transfer to themselves more income than they earn, the reproduction of households is not viable.  

Now consider how the other terms modify this condition.  When there is only one class of households, W11 is a row vector, and the product W11F1 is a row vector of labor requirements in terms of households rather than occupational employee-years.  The product of (I-A)-1 times C1 will give us a column vector of direct and indirect requirements of goods for each good in the consumption vector of households.  Thus W11F1(I – A)-1C1  produces the total requirements of households consumed as bundles of labor in terms of households reproduced.  In the case where there are no transfers from households to households, this quantity, which we can call a*11,  has to be less than one if the determinant is to be positive.  When there are transfers, the requirement is that the sum of the transfers coefficient and the total requirements of households in terms of households has to be less than one:

1 -  t11 - a*11 > 0.

In this case, the Hawkins-Simon condition would mean that the production technologies, along with the structure of household consumption, labor supply, and intra-household transfers, has to be consistent with the generation of a surplus for final demand.

The determinant of a matrix is a function of each of its elements.  Thus an increase in any of the coefficients for labor inputs, intermediate inputs, household consumption, or households per occupational employee could decrease the value of the determinant of I - M.  For example, if an observer wanted to know whether increased consumption of rail services by urban households and increased consumption of petroleum by rural households were viable, one could substitute coefficients with larger values in the C matrix.  If the coefficient for consumption of rail services by urban households rose to 0.522 and the coefficient for the consumption of petroleum by rural households rose to 0.6, the values in equation (9) would be:

-8.7 = 0.279 * 1 * -31.2.

A positive solution would not exist.

So long as the principal minors are positive, the systems in (7) and (8) will have positive solutions.  For example, consider a situation in which government policy makers are considering shifting resources by purchasing one additional machine and consuming one ton-mile less of trucking services and of railroad transportation, and they want to increase the indirect tax on petroleum from $1.56 per thousand barrels to $1.96 and to reduce taxes on household incomes.  At the same time, a new trucking technology will be introduced, which requires less petroleum and more labor. The petroleum input coefficient for trucking will fall to 0.62, while the coefficient for operators will rise to 26.0.  Table 5 shows the prices and quantities under the initial conditions and three alternative scenarios.  In this example, the change in technology leads to a significant reduction in petroleum production and thus in the emissions of carbon dioxide, while the shift in government spending has the indirect effect of increasing petroleum production and thus carbon dioxide emissions.  Prices are largely unchanged.  The effects shown do not include any shift in choice of transportation modes by either business or households, but this could be introduced by changing the appropriate coefficients.  Because of the linearity of the model, the changes associated with the third scenario are the sum of the changes associated with the first two.  

4. The Determination of Prices and Quantities:  A More General Case

This section considers a more general case. The major conceptual difference from the simpler case is that the capital accounts for households can have positive balances, reflecting residential investment. The economy is assumed to have n industries.  The primary incomes resulting from production consist of compensation for m occupations of wage and salary employees, net indirect taxes, and operating surplus.  The institutional accounts are for k types of households, corporations, and government. 

Having allowed investment for types of households to be nonnegative, the next question is whether these variables should be endogenous or exogenous.  The earlier discussion of private investment followed a Keynesian approach.  Business investment was assumed to depend on expected future returns, while household spending was based on current income and customary consumption patterns.  Staying within this tradition would lead to taking the volume of household capital accumulation and its constant-dollar price index as endogenous.

The systems for quantities can now be written as:


I - A
0
-C1
-D1
x
b1 + b2 + b3

-F1
I
0
0
z     =
0

(10)


0
-W11
I-T11
0
h
g1 + g2

0
0
-S1
I-K11
q
m1 + m2
where q is vector of indices of the volume of household investment, m1 is exogenous lending to household capital accounts from the corporate sector, m2 is lending from the government, and D1 is an n x k matrix of investment coefficients for households.

The system for prices is:


I – A’
-F1’
0
0
p
1 + 2

0
I
-W11’
0
v     =
0

(11)


-C1’
0
I –T11’
-S1’
y
1 + 2

-D1’
0
0
I – K11’
r  
1 + 2
where r is vector of price indices for investment, 1 is exogenous borrowing from household capital accounts by the corporate sector, and 2 is borrowing by the government. 

Because these equations are inhomogeneous, the Hawkins-Simon condition for a positive solution also applies to them.  If we apply Gauss’s algorithm to the I-M matrix in equation (10), we can transform it into an upper-triangular matrix.  The determinant can then be expressed as:  

|I – M| = |I – A| |I| |I – T11 - W11F1(I – A)-1C1|


|I – K11 – S1[I – T11 - W11F1(I – A)-1C1]-1 W11F1(I – A)-1D1
(12)  

For a positive solution to exist, this expression must be positive, and the other principal minors of I-M must also be positive.  Although the fourth term on the righthand side is algebraically dense, it has the same general structure as the third, which was crucial for establishing viability in the simpler case.

5.  Conclusions

The analytical framework presented here as a number of advantages.  Like other models based on social accounting matrices, it can trace the effects of exogenous changes in spending on production and on the distribution of income between various groups of households.  However, the exclusive use of monetary measurements limits the usefulness of the SAM framework for analyses of pollution or technical change.  Unlike most other SAM-based models, the framework presented here is based on measurements in physical units.  The use of physical units raises the question, well known in the input-output literature, of the necessary and sufficient conditions for positive solutions.

The framework could also be developed in a number of directions.  For the purposes of analyzing anthropogenic emissions of greenhouse gases, one would want to include multiple pollutants and to allow for technologies that abate or sequester pollutants.  In an input-output framework, one could analyze changes in pollution as due to changes in technology or in final demand.  With the physical-unit SAM framework, one can also consider changes in occupational participation of different types of households and changes in transfers.  For the purpose of analyzing changes in employment, it would be useful to explicitly incorporate international flows of products, capital, and labor.  The analysis could then consider the effects of changes in technology, final demand (with government consumption and investment distinguished), and changes in the occupational participation and transfer coefficients.
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