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Abstract

The target of this paper is to analyze two problems as follows: (1) What is the tendency of change in error of RAS method with the change in distance between base matrix and target matrix. (2) What is the tendency of change in error of RAS method with the change in degree of freedom (DF) of base matrix. DF is determined by the amount of elements that are prior to identified for a n-order matrix whose both column totals and row totals are fixed. In other words, this paper mainly analyzes distance-error relationship and DF-error relationship.

In literatures on empirical evaluation of RAS method, some authors discussed the difference in error when using different time intervals. In nature, the relation between time intervals and error is the distance-error relationship. However, a majority of these researches drew their conclusions only relying on few data, which result in unreliability of their conclusions and confine more in-depth research. So in this paper, the Monte Carlo experiment and other approaches are performed to generate large numbers of matrixes that have different distance to target matrix as base matrix. Four major conclusions are drawn: (1) Error has an increasing tendency with an increase of distance. (2) Distance-error relationship has quite large variability. For example, we design 20 matrixes all of that are closer target matrix than a comparison matrix no matter which distance measure is used, but we find 12 of these matrixes have greater error than comparison matrix. (3) Increase of distance has asymmetric effect on updating error. (4) When absolute distances are the same, the difference of relative distances has an important effect on error, but if absolute distances are different, such relation doesn’t exist. 

In literatures, the comparison between modified RAS and standard RAS were usually made. It concerns the DF-error relationship. In order to draw reliable conclusions, we design 14 groups of pre-identified coefficients that have different number for a matrix. The most important conclusion is that there exists threshold effect of DF-error relationship.

    Thus for modified RAS method, the accuracy of those unknown coefficients (excluding pre-identified coefficients) will have not improvement if pre-identified coefficients can not reach necessary number, which at least should account for 50% of the number of all coefficients.

Paper for Fourteenth International Conference on Input-Output Techniques 

October 10-15, 2002, Montréal, Canada
Distance, Degree of Freedom and Error of RAS Method

Xu Jian

Academy of Mathematics and Systems Science 

Chinese Academy of Sciences

100080, Beijing(China)

E-mail: jianhsu@hotmail.com
1.Introduction

Input-output analysis plays an important role in researching economic structure. However, because constructing a complete table require heavy input in term of both money and time, input-output tables are usually compiled for every few year. In China, Bureau of National Statistics compile full-survey tables every 5 years and these tables are published in 2-3 years after the compiling-table year. In order to improve the timeliness of tables, IO researchers have focused on the non-survey or semi-survey techniques for updating and constructing IO tables.    

Among the diversified non-survey techniques, RAS method, proposed by Stone in 1960s, have had the broadest application. In literature of RAS method, there have been two major research directions: modifying RAS method and evaluating the accuracy of RAS method. Availability of two or more IO tables for a majority of nations have promoted and allowed for empirical testing for RAS and other methods.  

An important aspects of evaluating the accuracy of RAS method is to make comparative studies of the accuracy in different conditions which can be reduced to two types: time interval and the amount of elements which are prior to identified. For the difference of time interval, both Szyrmer（1989）and Toh (1998) find estimates based on the latest table is the best and the error tends to increase with increase of time interval, using 4 tables for the America and 3 tables for Singapore respectively. For difference of the amount of pre-identified cells, Lynch(1979) uses IO tables for the UK to compare modified RAS with standard RAS and draw a conclusion that modified RAS method improves the overall accuracy but has no effect on those non- identified elements. There are some other similar researches. Generally, these researches draw their conclusions only at the base of a very small sample, so their conclusions are individual, not universal. Except it, these researches also lack of more general recognition for problems. 

In fact, the difference of time interval is in nature the difference of distance between base matrix and target matrix. Increase of pre-identified elements mean the decrease of free elements, namely the reduction of Degree of Freedom (DF). In this paper, we will apply the methods of stochastic simulation and other methods to construct a great number of simulation matrixes, which are applied to make general analysis for distance-error relationship and DF-error relationship. Base data come from four full-survey constant price IO tables for China (1981,1983,1987,1992).

McMenamin and Haring（1974）point out that all of the empirical evaluations of RAS method use actual vectors of target year as control vectors, but in practice, these vectors also need estimation, so the accuracy measures presented represent an upper limit to the accuracy attainable. This paper is confined to a comparative study, thus the problem has little effect on results.

This paper is organized as follows. Following this introduction, we introduce the concept and measure indicator used in this paper. In Section 3, basic relationship between error and distance is analyzed through Monte Carlo method. Next Section, we ulterior discuss the pattern and variability of distance-error relationship. In Section 5, we project two  sets of pre-identified coefficients to analyze DF-error relationship. Following Section is conclusion.

2.Concept and Measure Indicator

In non-survey input-output literatures, there are some different definitions for accuracy. The most basic two definitions are partitive accuracy and holistic accuracy. The former focuses on the cell-by-cell accuracy, the latter focuses on the capability that updating matrix represent really economic structure. The detail discussion of this problem can be found in Jensen’s (1980) article. The concept of accuracy will decide how to measure it. In this paper, the accuracy is confined to partitive accuracy. Therefor, error is equal to the distance between target matrix and estimated matrix.

There are many indictors which have been broadly applied to evaluate partitive accuracy in literatures, such as STPE(Standardized Total Percentage Error), SMAD(Standardized Mean Absolute Difference), DSI(Dissimilarity Index), MIC(Mean Information Content), RMSE(Root Mean Square Error) and MAPE(Mean Absolute Percentage Error). In this paper, STPE will be used as a major measure indictor of error because of its stability, see Szyrmer(1989). STPE can be defined as follows:
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In this paper, distance refers to the distance between base matrix and target matrix. In order to get more in-depth recognition on the distance-error relationship, we select two measure indictors. They can be defined as follows:
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DA and DR are called absolute distance and relative distance respectively in this paper. The former express mean of absolute difference of coefficients, the latter express mean of relative difference of coefficients.

For a matrix whose marginal totals are fixed, degree of freedom (DF) expresses the number of free coefficients. DF is equal to (n-1)×(k-1)-h, n, k and h represent the number of row, the number of column and the number of fixed cells respectively. It should be noted that a column or row whose elements are all zero should not be included and a fixed cell lying in zero column or row should not be included yet.

STPE is also the distance between two matrixes in nature, while it doesn’t measure the distance between actual input coefficient matrix of base year and target year but measures the distance between estimated input coefficient matrix and actual target matrix. 

3.Constructing Simulation Matrix to Analyze the Relation between Error and Distance
We use 18-sector direct input coefficient matrix for 1992 as the target matrix and use gross output, intermediate input and intermediate output for 1992 as marginal constraints. Applying RAS algorithm to 1981,1983 and 1987 direct input coefficient matrix respectively. Then we can obtain three updating matrixes at the base of which STPE can be computed. 

Table 1 shows that distance of direct input coefficient matrix between 1987 and 1992 measured by any indicator is much smaller than distance between 1981,1983 and 1992, therefore STPE of the updating matrix based on 1987 matrix is obviously smaller than the other two years. This illustrates that the relevance of time interval and updating error is mainly came from the difference of distance. By time interval, 1983 is closer to target year than 1981, and absolute distance of coefficient matrix between 1983 and 1992 is a little smaller than that between 1981 and 1992, but STPE of 1983 is a little greater than 1981. Compared with 1981, absolute distance of 1983 is smaller, but relative distance is greater. So there are some problems need to be solved: Whether updating error will tend to increase with increase of distance; For absolute distance and relative distance, which distance has closer relations with updating error? What’s the pattern that distance affects error? Keeping absolute distances constant, whether STPE will increase when relative distance increase etc. Only several actual matrixes can’t resolve these problems. Therefor, the Monte Carlo experiments and other experiments are performed to construct simulation matrixes in this section and next section. 

Table 1. STPE, absolute distance and relative distance

year
STPE
absolute distance
relative distance

1981
0.3750
0.0198
1.6665

1983
0.3922
0.0194
3.4825

1987
0.2052
0.0103
0.5507

Because the dimension of matrix has no effect on research of distance-error relationship, in this section 3×3 matrix was used. 

The Monte Carlo experiments are often used to evaluate the non-survey method, the recent application of which can be found in Gilchrist and Louis’s (1999) and Robinson’s (2001) articles. In this section, the Monte Carlo experiments are designed as follows: there are all 9 direct input coefficients in 3×3 matrix which is aggregated from 18-sector direct input coefficient matrix for 1992. Each coefficient is added with the stochastic disturbance term εij , which obeys normal distribution with zero mean, the variance of εij has four levels, respectively equal to 1%、5%、10%、20% of corresponding aij. In each variance level, 10 random disturbing matrixes are produced, so there are 40 random disturbing matrixes in all. Adding these matrixes to the 1992 actual direct input coefficient matrix, we can get 40 simulation matrixes. Because variance is different, there will be a wide distribution of distance between each matrix and the 1992 actual matrix. 

Using 18-sector direct input coefficient matrix for 1992 as the target matrix and using gross output, intermediate input and intermediate output for 1992 as marginal constraints, applying RAS algorithm to 40 simulation matrixes. Then we can compute their updating errors. Because denominator of STPE is the same for all base matrixes, we directly compute numerator as measure of error. In order to keep consistent, two distance measures are computed not divided by n. The next section will use the same measure with this part for the same reason.

We compute absolute distances, relative distances between 40 simulation matrixes and actual matrix and updating errors using these matrixes as base matrixes. At the base of these results, we can obtain table 2, figure 1and figure 2.

Table 2. Correlation coefficient of distance and error of random simulation matrix


absolute distance
relative distance
error

absolute distance
1.0000



relative distance
0.9340
1.0000


error
0.8323
0.8368
1.0000

Table 2 shows the Pearson correlation coefficient of updating error and two distance measures, it illustrates that both absolute distance and relative distance have high-positive correlation with error, and the degree of correlation are also near.

Figure 1 and figure 2 show the relation between absolute distance, relative distance and updating error. In figure 1, solid line is a fitted line of sample points, which can be obtained through OLS regression, and its slope is 0.535, this shows that the updating error has increasing trend with absolute distance increase. But it should be noted that the relation is still quite complicated and has quite large variability (R2 is only 0.6927). In figure 2, we can also find similar conditions. Therefor, in a sense of mean, error will tend to increase with increase both absolute distance and relative distance.
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Figure 1. Absolute distance and updating error.              Figure 2. Relative distance and updating error 

4. Pattern and Variability of Distance-error Relationship

In this section, pattern and variability of distance-error relationship will be researched through comparison in 3 levels. In first level, updating error of those matrixes that have the same absolute distance and relative distance to target matrix will be compared. In second level, updating error of those matrixes that have the same absolute distance and the different relative distance to target matrix will be compared. In third level, the updating error of those matrixes that have the different absolute distance and the different relative distance will be compared.

The 3-sector matrix used in last section will be aggregated to 2-sector level for convenience. A difference matrix can be derived by subtracting the 1987 2-sector direct input coefficient matrix from the 1992. Then 3 steps will be performed. 1.Changing the sign of four elements in difference matrix to get a new matrix then adding it to target matrix which refer to 1992 2-sector direct input coefficient matrix, by this way, we can easily obtain 16 matrixes with the same absolute and relative distance. 16 matrixes compose of a matrix group 2. Under the conditions of keeping the absolute sum of elements in difference matrix constant, changing the value of elements, we can obtain a new difference matrix. Then following step 1, we can obtain a new matrix group with the same absolute distance and, and the new matrix group have the same absolute distance and different relative distance with another matrix group; 3. Changing the absolute value sum of coefficient in difference matrix, then following step 1 and step 2, we can obtain a matrix set composed of several matrix group.

Performing the above experiments, we can obtain 6 sets of matrixes, each matrix is composed of 5 groups of matrixes, each matrix group is composed of 16 matrixes. So there are 480 matrixes in all. All of matrixes in a group have the same absolute distance and relative distance to target matrix. All of matrixes in a set have the same absolute distance to target matrix. We use the capital letters to express the matrix set, from A to F the absolute distance is corresponding increasing and use Arabic numerals to express matrix group, from 1 to 5 the relative distance is corresponding increasing. For example, A1 express a matrix group with the least relative distance in a matrix set with the least absolute distance.
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     Figure 3. Boxplots of errors of 30 matrix groups.             Figure 4. Boxplots of errors of 6 matrix sets

We use 1992 2-sector direct input coefficient matrix as target matrix, applying RAS algorithm to 480 base matrix and computing their updating error. Boxplot is used to reflect these results. Each boxplot express the distribution of updating errors of a group of matrixes. From boxplot, one can observe maximum, minimum, median, upper quartile and lower quartile of errors of a base matrix group.  

From figure 3, we can obtain the following recognition on the pattern that distance affecting updating error: (1) The lower limits of updating errors are quite close but the upper limits are quite different for 30 boxplots. It illustrates that increasing of distance between base matrix and target matrix mainly results in increasing of the upper limit of updating error attainable but has no influence on the lower limit. (2) When absolute distances keep constant and distances increase, maximum of error has the most obvious increase, and upper quartiles and medians take second place, while the lower quartile not only has slower increase than medians but also presents decrease on occasion. The same conditions appears in all 6 sets. From figure 4, we can find there is similar change with increase of absolute distance. This shows the increase of both absolute distance and relative distance has asymmetric effect on updating error. (3) When absolute distances are the same, the difference of relative distances has an important effect on updating error. In each boxplot group, the boxplot with greater relative distance has a greater median, upper quartile and maximum than that with smaller relative distance. But if absolute distances are different, such relation doesn’t exist between relative distance and average error. For example, the relative distance of F1 group is greater than that of E3, E4 and E5 group (relative distances are 1.8872,1.9896 and 2.0919 respectively), but the distributing position of its updating error is obviously lower than theirs. Figure 5 is a scatter-plot about relative distance (X-axis) and average error (Y-axis) for each matrix group, which shows that this conditions is ubiquitous.
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Figure 5. Relative distances and average errors

As far as distance-error relationship is concerned, we find there exists quite large variability. For example, the maximum of updating error of C2 group is 0.1489 and the minimum is 0.0006, the ratio of the maximum and the minimum attains 267.1386. In all the matrix groups, the minimum of this ratio also reaches 11.4972 and the maximum even reaches 376.1638. Large variability will make it possible that a base matrix whose both absolute distance and relative distance to target matrix are larger than another matrix has smaller updating error than another matrix. From the results of the above experiments, we can find an example as follows. The absolute distance and relative distance of F1 group is 0.6224 and 2.9407, both of that are greater than absolute distance (0.3734) and relative distance (2.0919) of E5 group, but the average updating error of F1 is equal to 0.0876 which is smaller than 0.1376 of E5 group.  

Table 3. Ratio of maximum and minimum of errors of 30 matrix groups

group
max/min
group
max/min
group
max/min

A1
15.6812
C1
18.6541
E1
35.1942

A2
11.4971
C2
267.1386
E2
58.1402

A3
234.4714
C3
23.9345
E3
37.4628

A4
21.3992
C4
67.9435
E4
43.1225

A5
24.0507
C5
23.8101
E5
67.2830

B1
16.1456
D1
23.8200
F1
74.1350

B2
20.8607
D2
29.0609
F2
79.9832

B3
55.0091
D3
23.0758
F3
100.4140

B4
75.7166
D4
25.5830
F4
153.3857

B5
14.2137
D5
84.5092
F5
376.1638

    In order to know whether the above reverse relation between distance and error is widespread, we perform an uniform design of experiment by which we can obtain representative samples to get 20 2-sector base matrixes whose both absolute distance and relative distance to target matrix are smaller than 1987 2-sector input coefficient matrix. Using 1992 2-sector input coefficient matrix as target matrix, and applying RAS algorithm to the 20 matrixes, we can compute their updating errors. Comparing these updating errors with updating error of 1987 actual coefficient matrix, we find there are 12 matrixes whose updating errors are greater than 1987. Therefor, a conclusion can be drawn that the reverse relation between distance and error is widespread. 

5. Degree of Freedom and Updating Error

If the order of matrix is fixed, the major way of changing Degree of Freedom (DF) when the row and the column totals are known is to change the number of pre-identified elements. In order to obtain enough representative samples, we design two sets of pre-identified coefficients at the base of 1987 constant price 18-sector direct input coefficient matrix for China,. Firstly, according to size of direct input coefficient, we chose seven groups of coefficients as pre-identified coefficients. The range of every group is listed in first column of table. Secondly, the another seven groups of pre-identified coefficients are randomly selected, the number of pre-identified coefficients is 25,50,100,150,200,250,300 respectively.
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We use 1992 direct input coefficient matrix for China as target matrix and use actual gross output, total intermediate input and total intermediate output of 1992 as marginal constraint. Modified RAS algorithm is applied to 14 base matrixes, in which pre-identified coefficients are set equal to zero in iteration process and are replaced with the corresponding actual coefficients for 1992 after iteration process ends, and estimated matrix can be obtained. Comparing estimated matrix to target matrix, we can compute two kinds of STPE. STPE1 refers to mean error of all coefficients. STPE2 only refers to mean error of unknown coefficients. The latter can be defined as follows:

                                    a ij excluding pre-identified coefficients.

In order to more precisely evaluate the effect of DF on updating error, we ulteriorly computed STPE3 which refers to mean error of those corresponding unknown coefficients when standard RAS algorithm is applied, namely no pre-identified coefficient.

Table 4. STPE using base matrixes whose pre-identified coefficients are determined by the size of coefficients

size of direct input coeff.
degree of freedom
number of pre-identified
STPE1
STPE2
STPE3

>0.1
264
25
0.1534
0.2610
0.2577

>0.05
227
62
0.1075
0.2974
0.2858

>0.02
165
124
0.0570
0.3558
0.3858

>0.01
115
174
0.0208
0.3090
0.4308

>0.005
84
210
0.0105
0.3104
0.4565

>0.002
39
258
0.0024
0.3192
0.5410

>0.001
16
285
0.0011
0.3192
0.6357

From table 3 and table 4, we can find STPE1 obviously tends to decrease and STPE2 still keep stability with the reduction of DF. This result enable us to draw a conclusion that the reduction of DF is able to decrease overall error reliably but to a large extent the decrease of overall error should be attributed to zero-error of pre-identified coefficients.

The function of RAS method is to obtain the estimation of unknown coefficients at very low cost, moreover, the error of pre-identified coefficients depends on the survey and is independent to RAS method in practice. Thus evaluating or comparing the accuracy of RAS method should regard the unknown coefficients as object. In this sense, STPE2 is more proper measure indicator than STPE1, and STPE3 is also a proper counterpart. The effect of DF on error can be evaluated by comparing STPE2 with STPE3.

 For first set of base matrix, STPE2 is obviously smaller than STPE3 when DF is reduced to 115. Therefor, only when known coefficients reach enough number, at least exceed 124, could the reduction of DF improve the accuracy of those unknown coefficients obviously. Otherwise, there is no correlation between DF and the error of unknown coefficients. Then, there exists threshold effect of DF-error relationship. For second set of base matrix, there also exists similar relationship, the major difference lies in the position of threshold. Table 4 shows: Until DF is reduced to 40, STPE2 is obviously smaller than STPE3. 

Table 5. STPE using base matrixes whose pre-identified coefficients are randomly selected

degree of freedom
number of pre-identified
STPE1
STPE2
STPE3

289
0
0.2052
0.2052
0.2052

264
25
0.1906
0.2073
0.2072

239
50
0.1776
0.2018
0.2018

189
100
0.1510
0.2163
0.2140

139
150
0.1318
0.2192
0.2226

89
200
0.0793
0.1839
0.1660

40
250
0.0385
0.2377
0.3417

0
300
0.0000
0.0002
0.1125

6. Conclusions

In this paper, we firstly focus on the distance-error relationship. Distance refers to the distance between base matrix and target matrix, error refers to updating error of RAS method. At the base of relatively large sample, 4 major conclusions are drawn: (1) Error has an increasing tendency with an increase of distance. (2) an increase of distance has asymmetric effect on updating error. (3) When absolute distances are the same, the difference of relative distances has an important effect on updating error, but if absolute distances are different, such relation doesn’t exist. (4) Distance-error relationship has quite large variability.

Secondly, we make an analysis of DF-error relationship and draw a important conclusion that there exists threshold effect of DF-error relationship.

In a great number non-survey and semi-survey methods, RAS method has the broadest applications. Accordingly, empirical evaluation of RAS method also receives broad attentions. However, a majority of researches only pay attention to comparing RAS method with the other non-survey methods and neglect the comparative studies of the accuracy in different conditions of RAS method. This paper does some efforts in this aspect but there still are some important problems that need further researching. Firstly, both distance and DF have not crucial effect on updating error, and then what is crucial factor determining the size of error? Secondly, how to express the distance-error relationship and DF-error relationship with mathematics equation? Only when these problems get answers, have we really thorough recognition for RAS method. 
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