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Abstract

AISHA is a tool that facilitates building series of contingency tables. Users provide con-
ventional monetary and/or environmentally extended datasets (for example input-output
matrices) for regions to be considered in the contingency table. The software merges these
datasets and formulates the matrix balancing constraints and optional, user-defined addi-
tional constraints as a constrained optimization problem. AISHA includes optimisation
routines to solve the optimsation problem and exports the result for further use. This pa-
per describes the methodolgy of AISHA including the preparation of an intial estimate, the
formulation of the constraints matrix, boundary conditions, and the resulting optimisation
problem. A graphical user interface (AISHA-GUI) is presented which permits the user to
define all settings and to control the workflow of AISHA. Special focus is placed on the meta
language that was developed to formulate the constraints. Finally, a small test example is
presented including all necessary input paramters and results.

1 Introduction

1.1 Motivation and Aims

Why is there a need for a tool to construct contingency tables? The development of AISHA was
mainly driven by a particular application from the discipline of Economics - input-output anal-
ysis - to an important contemporary problem - climate change.

Input-output (IO) analysis was conceived by Nobel Prize laureate Wassily Leontief around the
second World War (Leontief 1936, Leontief 1941, and Leontief et al. 1953), and now forms a
branch of economics, with its own international association1 and designated journal2. Whilst
initially thought for economic analysis, Leontief himself extended the technique to environmen-
tal applications (Leontief and Ford 1970, Leontief and Ford 1971), and since then it has been
employed in thousands of empirical and theoretical studies (Hoekstra 2010).

Input-output theory is based on a particular type of contingency tables - input-output tables -
that are now regularly published for more than 100 countries around the world. In addition, tai-
lored sub-national or international multi-regional input-output (MRIO) tables are constructed
by a number of academic teams.

Each statistical agency and research team requires some computational means of constructing
IO tables. National agencies deal with relatively small tables and associated computer software

∗Corresponding author, E-mail: arne.geschke@sydney.edu.au
1International Input-Output Association (http://www.iioa.org/)
2Economic Systems Research (http://www.tandf.co.uk/journals/titles/09535314.asp)
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and hardware often exist in the form of desktop computer applications. World MRIO devel-
opers deal with much larger tables, and as a result there exists only a handful of initiatives
around the world engaged with sophisticated yet non-standardised computational techniques
(Wiedmann et al. 2011). These initiatives focus on providing a database for spatially-explicit
economic applications’3, Computable General Equilibirum modeling of global trade4, analysis
of environmental externalities5, or implications of international trade for the spatial distribution
of labour and skills6.

The AISHA project is motivated by the increasingly important nexus of international trade
and responsibility for greenhouse gas emissions7. During the past decade, our understanding of
climate change has improved, but with it, the future outlook has worsened, in part due to newly
discovered positive feedbacks (Luthje et al. 2006; Walter et al. 2006) and lower estimates for the
absorptive capacity of the biosphere (Schuster and Watson 2006; Heimann and Reichstein 2008).
At the same time, global emissions have during recent years approximated the more pessimistic
emissions scenarios of the IPCC (Nakićenović and Swart 2000; van Vuuren and Riahi 2008).
Compared to a decade ago, the problem of climate change is now perceived as more severe,
more urgent, and as a result more political. The latter is reflected in increasing debates about
the national responsibilities for the damages expected from climate change (Munksgaard and
Pedersen 2001; Peters 2008; Peters and Hertwich 2008; Serrano and Dietzenbacher 2010). In
particular, exporters of emissions-intensive commodities now argue more strongly than ever for
a consumer-responsibility principle (“We produce products and these products are consumed
by other countries, especially the developed countries. This share of emissions should be taken
by the consumers but not the producers”, Li Gao, Climate Change Negotiator for China, BBC
News 2009). In response to these recent trends, various accounting, labelling, reporting, life-
cycle, and policy frameworks for consumer responsibility have been created or revived (see
Section 3 in Rueda-Cantuche et al. 2009), and some of these have dealt with international trade,
such as the European EIPOT project (Wiedmann et al. 2009).

In order to underpin these initiatives, a comprehensive and reliable multi-region input-output
(MRIO) database on emissions and international trade is necessary (Tukker et al. 2009, Wied-
mann 2009). Such databases should ideally cover the entire world at high sector detail, so that
emissions-intensive industries or commodities can be singled out. For example, previous multi-
region studies have used either sector-disaggregated models for a limited number of countries, or
sector-aggregated models for the world (Wiedmann et al. 2007; Moran et al. 2009; Wiedmann
2009). However, the MRIO initiatives listed above did not provide for maximum sector disag-
gregation, but instead opted for a breakdown into around 50 regions and 120 sectors common to
all countries. Further, some initiatives did not attempt a continuous time series, only envisage
one (basic price) valuation, and did not provide information on reliability and uncertainty (see
Andrew et al. 2009, Appendix B). Finally, most initiatives required significant manual labour
and time to complete one MRIO table.

The original aim of this project was therefore to go beyond existing ambitions for MRIO com-

3IDE-JETRO (http://www.ide.go.jp/English/)
4GTAP (https://www.gtap.agecon.purdue.edu/)
5EXIOPOL (http://www.feem-project.net/exiopol/)
6WIOD(http://www.wiod.org/)
7Andrew and Forgie (2008), Hertwich and Peters (2009), Lennox et al. (2010), Munksgaard and Pedersen

(2001), Peters (2008), Peters and Hertwich (2008), Rodrigues and Domingos (2008), Tukker et al. (2009), Weber
and Matthews (2007), Weber and Matthews (2007), Zhou (2010), Zhou (2009), Zhou et al. (2009).

http://www.ide.go.jp/English/
https://www.gtap.agecon.purdue.edu/
http://www.feem-project.net/exiopol/
http://www.wiod.org/


1 INTRODUCTION Page 3

pilation. Key goals were:

- Detail: Disaggregation of countries and sectors to the maximum possible level of detail,
in order to assist environmental life-cycle and footprint-type assessments of international
trade in the most accurate way possible;

- Timeliness: Continuous updating of the entire database, so that user analyses are relevant
at the time;

- Budget: Implementation of the entire compilation and updating capability using less than
12 person-years initially, and less than 2 person-years per year continually;

- Reliability: Provision of data for constraint adherences in order to inform expert users
and statisticians about the discrepancies between the fully balanced MRIO and disparate
raw data;

- Openness: Public, free availability for research purposes, so that there is no barrier for
wide dissemination;

- Transparency: Minimisation of assumptions made during the compilation (such as ratios
of purchasers to basic prices), and close adherence to the raw data;

- Uncertainty: Provision of standard deviation estimates for all MRIO elements in order
to aid comparative assessments, hypothesis testing, and decision-making;

- Flexibility: Compilation of table sheets expressed in basic prices as well as margins and
taxes, and in current and constant US$, so that calculations for different purposes can be
carried out;

- Dynamics: Creation of a historical time series back to 1990, in order to allow trend and
scenario analyses, and projections.

The tool described in this report is currently used to create a time series with the following
characteristics:

- Detail: Disaggregation into 160 countries at a detail of 25-500 sectors;

- Timeliness: Ability to continuously update the entire database with about 1 year delay;

- Budget: Development cost of 12 person-years and 50,000 AU$ of computer hardware and
data;

- Reliability: Graphical User Interface controlling complete table construction runs, deliv-
ering tabular and visualised information on data quality and constraint adherence;

- Openness: Eora MRIO database freely accessible at www.worldmrio.com (from 1 January
2012);

- Uncertainty: Routine calculation of standard deviation estimates for all MRIO elements;

- Flexibility: Availability of table sheets in basic prices as well as 2 margins, taxes, and
subsidies;

- Dynamics: Existence of a harmonised historical time series spanning 2000-2009.

www.worldmrio.com
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Whilst the original aim of the AISHA project was solely to provide a tool for estimating large
global MRIO tables including environmental accounts, it was subsequently recognised that a
more general approach would also benefit applications using single-region IO tables, or even any
kind of contingency tables. Hence, AISHA was developed to cope with contingency tables of
any structure. An additional aim was to develop AISHA not only as a construction tool, but
also as an information system that allows access to, and visualisation of raw data, construction
parameters, diagnostics, and final results. Hence, in a sense, AISHA has espoused some of
Leontief’s early visions: an information system for the world economy (Leontief 1974; Leontief
1986a).

This document describes how the AISHA project has achieved its goals through a high level
of procedural standardisation, automation, and data organisation. The following Section gives
a brief but illustrative example of one class of contingency tables: Multi-Region Input-Output
tables. Throughout this report, this example will be used to introduce the basic terminology,
and for describing procedures and challenges in constructing time series of contingency tables
(Section 2), and the functionality of AISHA (Section 3).

1.2 Multi-Region Input-Output accounts: An example for contingency tables

An Input-Output (IO) table shows the interdependencies between economic sectors, the govern-
ment, the capital sectors, and households. For example it shows for a given national economy
how much iron ore the steel industry buys in order to make steel, and how much steel the car
industry buys in order to make cars. For an introduction into input-output theory see Leontief
(1986b), Miller and Blair (1985), or Dixon (1996).

Iron Ore Steel Cars

Iron Ore $
Steel $
Cars

Figure 1: Input-output table for a given economy.

An input-output table can be regionalised, that is the national economy can be broken down
into sub-regions with the same industry sector breakdown (Figure 2). Such a Multi-Region
Input-Output (MRIO) table shows for example how much NSW steel the Victorian car industry
buys in order to make cars. (For an example of estimating an Australian sub-national MRIO
see Gallego and Lenzen 2009).

Instead of, or in addition to showing sub-regions of one country, an input-output table can be
extended to show a system of many regions (in this case: many countries, Figure 3), see Zhou
(2010). Such an international MRIO system can in principle be set up for the entire world. It
shows for example how much Australian iron ore German steel makers buy in order to make
their steel, and how much Chinese steel Japanese car manufacturers buy in order to make their
cars. The diagonal blocks of an MRIO table are the input-output tables of national economies,
and the off-diagonal blocks are the trade matrices (Polenske 1980). For an introduction into
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NSW VIC QLD
Iron Ore Steel Cars Iron Ore Steel Cars Iron Ore Steel Cars

N
S
W

Iron Ore $ $ $
Steel $ $ $
Cars

V
IC

Iron Ore $ $ $
Steel $ $ $
Cars

Q
L
D

Iron Ore $ $ $
Steel $ $ $
Cars

Figure 2: Regionalised national inter-industry table.

MRIO theory see Leontief (1986b) and Miller and Blair (1985).

Input-output tables can be expressed in basic prices, or in producers’ prices or purchasers’
prices. The difference between these table variants is in their valuation. Basic prices are farm-
or factory-gate prices of the respective commodity. Producers’ prices are basic prices plus taxes
on products minus subsidies on products. Purchasers’ prices are producers’ prices plus so-called
margins, which are mark-ups on top of the basic price. Margins reflect the need to transport,
insure, store, wholesale or retail commodities. Each transaction in a basic-price input-output

AUS DEU JPN RoW

Ind Com FD Ind Com FD Ind Com FD

1 2 3 1 2 3 1 1 2 1 2 1 1 2 3 4 1 2 3 4 1 1

A
U
S

In
d

1 x x x
2 x x x
3 x x x

C
o
m

1 x x x x x x x x x x x x x
2 x x x x x x x x x x x x x
3 x x x x x x x x x x x x x

VA 1 x x x

D
E
U

In
d 1 x x x x x x x x x x x x x

2 x x x x x x x x x x x x x

C
o
m 1

2
VA 1 x x

J
P
N

In
d

1
2
3
4

C
o
m

1 x x x x x x x x x x x x x
2 x x x x x x x x x x x x x
3 x x x x x x x x x x x x x
4 x x x x x x x x x x x x x

VA 1 x x x x

R
o
W 1 1 x x x x x x x x x x x x x

Figure 3: An international MRIO table containing Australia, Germany, Japan, and the Rest of
the World.
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Figure 4: Stack of input-output tables representing basic prices, margins and taxes.

table has its corresponding margins and net taxes, and therefore an entire input-output table
can be expressed in any of those valuation systems. In general, a complete set of tables comprises
the basic-price table, and all margins and tax tables. They can be represented as a ”stack” of
tables (Figure 4; Dalgaard and Gysting 2004). An MRIO table can be generalised by adding
rows underneath the table (Figure 5). These rows can contain information about employment,
greenhouse gas emissions, land use, water use, or occupational health and safety incidents, and
many other physical quantities (citealthoekstra2010). An entry in this additional (satellite)
account block is for example the greenhouse gases emitted by the Chinese steel industry, or
the employment in the US car manufacturing industry. Whilst the table parts in Figures 1-4
are expressed in monetary units, for example $, £, U, d etc, the satellite block is expressed in
physical units such as person-years of employment, tonnes of greenhouse gas emissions, hectares
of land, Megalitres of water, number of accidents, etc. The environment-economy link in IO
analysis was first proposed by Leontief and Ford (1970). For an introductory description of this
link see Duchin and Steenge (1999) and Forssell (1998).

Note that the satellite block in physical units exists only as an extension of the basic price
sheet, and not of the mark-up (margins and tax) sheets (Figure 6). So-called generalised (that
is physically extended) IO analysis has become an important tool in the disciplines of Industrial
Ecology (Duchin 1992) and Life-Cycle Assessment (Lave et al. 1995, Heijungs and Suh 2002,
Suh and Huppes 2005 and Suh and Nakamura 2007).

Finally, such generalised MRIO tables can be constructed for any year, and even arranged into
a times series (Figure 7).
Input-output tables can come as symmetrical tables, distinguishing industry sectors, or they can
be asymmetrical and show commodities in their rows and industries in their columns (so-called
use tables), or vice versa (so-called supply tables). A system that combines both types into one
is called a supply-use framework (see for example Gigantes 1970 and Madsen and Jensen-Butler
1999).
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Figure 5: Generalised MRIO table

The above features that apply to input-output tables also apply to Social Accounting Matrices
(SAMs). The difference between an input-output table and a SAM is that the latter contains
account entries that link the government, the capital sector and households with each other.
Such entries are traditionally absent from input-output tables (Stone 1986; Roland-Holst 1990;
Pyatt 1991; Hewings and Madden 1995).

The logical structure of this section suggests the following 8-dimensional hierarchy for addressing
MRIO table entries:

- Time (year or financial year);

- Valuation (basic prices, producers’ prices, purchasers’ prices, margins, and taxes);

- Region of flow origin (country, state, region, etc);

- Entity of flow origin (industry, commodity, or physicals);

- Sector of flow origin (industries, commodities, or physical quantities);

- Region of flow destination (country, state, region, etc);

- Entity of flow destination (industry or commodity);

- Sector of flow destination (industries or commodities).
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Figure 6: Complete stack of SAM tables in different valuations, including a satellite block.

Figure 7: An MRIO time series.

This is just one example for what we will refer to as the tree structure of a contingency table
(see Section 3.5).
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2 Constructing a Series of Contingency Tables

2.1 Constrained Contingency Tables

The term “contingency” already reflects the existence of conditions to which such tables adhere.
In fact, contingency tables are always subject to constraints posed by external data. This section
reviews characteristics of constrained contingency tables.

Early applications of contingency table estimation concentrated on the problem of adjusting
a table to known row and column sums, so-called marginal totals (Bacharach 1965, Deming
and Stephan 1940, Friedlander 1961, Stephan 1942). This particular problem led Bacharach
(1970) to develop the still widely used RAS method. The RAS method - in its basic form -
bi-proportionally scales a matrix T0 of un-balanced preliminary estimates of an unknown real
matrix T, using T’s known row and column sums. The balancing process is usually aborted
when the discrepancy between the row and column sums of T0 and T is less than a previously
fixed threshold. In essence, the known row and column totals represent contraints on the matrix
to be estimated, and the adjustment to these constraints is an optimisation problem.

A slightly more complicated situation arises when some of the matrix elements of T are known
in addition to its row and column sums, for example from an industry survey. The ’modified
RAS’ approach developed by Paelinck and Walbroeck (1963), Allen (1974), and Lecomber (1975)
deals with such so-called partial information.

Moreover, situations can arise where, in addition to certain elements of T, some aggregates
of elements of T are known. For example, a published table Tnat of national aggregates may
constitute partial information when constructing a multi-regional input-output system, or a
more disaggregated national table (Oosterhaven et al. 2008; Batten and Martellato 1985, p.
52-55; Gilchrist and St Louis 1999).

In the above approaches the partial information has to assume a particular aggregated form. A
number of authors (Byron 1978, Morrison and Thuman 1980; van der Ploeg 1982; Cole 1992;
Thissen and Löfgren 1998; Tarancon and Del Rio 2005) have generalised the method

1. by formulating it as a Lagrangian multiplier calculus, as an econometric estimation, or as
an optimisation,

2. by enabling balancing of negative elements, and

3. by allowing for partial information of any form, by imposing constraints on arbitrary-sized
and -shaped sets of elements of T0.

Lahr and de Mesnard (2004) provide an overview of methods, and Lenzen et al. (2006) present
a comparison of constraint structures.

2.1.1 Structure of a Contigency Tables

In general, the subjects described by a contingency table will be classifiable according to some
hierarchical system. The following definition provides an example for such a hierarchical classi-
fication for an MRIO.

Definition 2.1. (8-DIM representation)
In full generality, a multi-regional Input-Output Matrix (MRIO) can be addressed for example
by using the following 8-dimensional structure:
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1. Time (year or financial year), typically between 1 and 50 years;

2. Valuation (basic prices, producers’ prices, purchasers’ prices, margins, taxes, subsidies,
free-on-board, cost-insurance-freight, etc), typically between 3 and 20 valuation types;

3. Region of flow origin (country, State, region, etc), typically between 1 and 250 regions;

4. Entity of flow origin (industry, commodity, or satellite), typically 1, 2 or 3 entities;

5. Sector of flow origin (industries, commodities, or satellite indicators), typically between
20 and 2,000 sectors;

6. Region of flow destination (country, State, region, etc), typically between 1 and 250 regions;

7. Entity of flow destination (industry or commodity), typically 1, 2 or 3 entities;

8. Sector of flow destination (industries or commodities), typically between 20 and 500 sec-
tors.

We will refer to this 8-dimensional structure as the 8-DIM representation. The position of each
element within an MRIO can be uniquely addressed by an 8-tuple ξ8 of the 8-DIM representation,
defined as

ξ8 = (x1, x2, x3, x4, x5, x6, x7, x8) .

In order for a series of MRIO tables to be harmonised, the region-entity-sector structure of 8-DIM
dimensions 3 to 5, and 6 to 8, should neither change over time nor change across valuations. This
requirement for harmonisation has proven extremely challenging for MRIO developers, mainly
because the raw data underpinning MRIO construction is expressed in a multitude of different
classifications. Assuming that international harmonisation of data sources cannot be expected
in the short term, the AISHA tool was developed specifically with this challenge in mind.

In this report we define a standard MRIO table and use this table for exemplifying more general
characteristics of contingency tables and their construction. In our standard MRIO the origin
and destination structures are the industries, and commodities produced by those industries, in
three particular countries: Australia, Germany, and Japan. For this example to be readable in
this report, we aggregated the original sector classification of these countries into a sufficiently
condensed form, representing each country by only a small number of sectors.

Example 2.2. (Standard Example for MRIO)
Australia is represented by a 3-sector supply-use table (SUT), Germany by a 2-sector industry-
by-industry input-output table (IIOT), and Japan by a 4-sector commodity-by-commodity
input-output table (CIOT). Finally, we add a 1-sector representation of the rest of the world
(RoW).

Australia, Germany, and Japan were chosen because together these three countries cover all
three possible input-output data structures (SUT, IIOT, and CIOT). Throughout this docu-
ment we will use the following abbreviations in order to ensure the readability within tables.

Term Abbreviation

Industries Ind
Commodities Com
Value Added VA

Final Demand FD
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Special abbreviation rules apply to country names8. Australia’s SUT-Table (Table 8), distin-
guishes 3 industry sectors, 3 commodity sectors and 1 final demand/value added sector.

Germany’s IIOT-Table (Table 9), distinguishes 2 industry sectors, and 1 final demand / value

Ind Com FD

In
d

x x x
x x x
x x x

C
om

x x x x
x x x x
x x x x

V
A

x x x

Figure 8: Structure of the Australian SUT-Table. The ’x’ indicate the positions of non-zero
transaction values of the table.

added sector, but due to its IIOT-structure it has no commodity sectors.

Japan’s CIOT-Table (Table 10), distinguishes no industry sectors (due to its CIOT structure),

Ind Com FD

In
d x x x

x x x

C
om

V
A

x x

Figure 9: Structure of the German IIOT-Table. The ’x’ indicate the positions of non-zero
transaction values of the table. Note that Germany has no commodity sectors.

but 4 commodity sectors, and 1 final demand/value added sector.

Additionally, the rest of the world (RoW) is identified as its own region, featuring only one
entity and one sector.

Dimensions 3-5 and dimensions 6-8 of the 8-DIM representation are subject to the same internal
hierarchy (Table 1). Note that hierarchical levels must not be countries, entities and sectors9.

When combining several regions of origin/destination into an MRIO, the origin-destination
hierarchies generate specific intra-country transaction blocks (origin = destination) and inter-
country trade blocks (origin 6= destination).

8Throughout this document country names are abbreviated using the official United Nation’s 3-letter-country
abbreviation. The offical country name abbreviations are available under http://comtrade.un.org/db/mr/

rfReportersList.aspx.
9For example, in input-output satellite accounts expressed in physical units, these levels may be “CO2-

equivalent emissions”, “gas types (CO2, CH4, N2O, etc)” and “emission source (fuel combustion, fugitive, in-
dustrial processes, agriculture, land use changes)”.

http://comtrade.un.org/db/mr/rfReportersList.aspx
http://comtrade.un.org/db/mr/rfReportersList.aspx
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Ind Com FD

In
d

C
om

x x x x x
x x x x x
x x x x x
x x x x x

V
A

x x x x

Figure 10: Structure of Japan’s CIOT-Table. The ’x’ indicate the positions of the non-zero
transaction values of the table. Note that Japan has no industry sectors.

Region Entity Sectors

Australia (AUS) (1)

Industries (1)

Industry Sector 1: Primary, manufacturing and utilities

Industry Sector 2: Trade and transport

Industry Sector 3: other services

Commodities (2)

Commodity Sector 1: Primary, manufacturing and utilities

Commodity Sector 2: Trade and transport

Commodity Sector 3: other services

Value Added (3) Value Added Sector 1

Germany (DEU) (2)

Industries (1)
Industry Sector 1: Primary, manufacturing and utilities

Industry Sector 2: Services

Commodites (2) (No commodity sectors)

Value Added (3) Value Added Sector 1

Japan (JPN) (3)

Industries (1) (no Industry sectors)

Commodites (2)

Commodity Sector 1: Primary industries

Commodity Sector 2: Manufacturing and utilities

Commodity Sector 3: Trade and transport

Commodity Sector 4: Other services

Value Added (3) Value Added Sector 1

Rest of the World (RoW) (4) One Entity (1) One Sector (1)

Table 1: Hierarchical structure of the origin-coordinates (destination coordinates are identical,
except for final demand replacing value added) of an MRIO table, for our standard example
including Australia, Germany, Japan, and Rest of the World.
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Assume we want to address Germany’s industry sector 2 (Services) as the sector of origin. In
this case, the corresponding dimensions 3-5 in the 8-DIM representation are given by: region
(Germany: 2), entity (Industry: 1), and Sector (Services: 2). Hence the corresponding 3-tuple
for the dimensions 3-5 is (2, 1, 2). The same approach can be taken for the destinations. Japan’s
commodity sector 1 (Primary industries), can be addressed by the 3 tuple (3, 2, 1). Then, the
dimensions 3-8 of the 8-DIM representation of a transaction between Germany’s services sector
and Japan’s primary industries sector is given by the 6-tuple (2, 1, 2, 3, 2, 1).

The 8-DIM representation of an MRIO transaction is completed by defining the year in which
the transaction occurred (dimension 1) and the valuation sheet (dimension 2). Assume that
dimension 2 (valuation) is set to 1 (basic-price sheet), then the 6-tuple of the dimensions 3-8
can be used to address any element in the basic price sheet of this example (Figure 3). Sheets
representing valuations other than the basic price do not hold any value added data.

Graphically, the different valuations of an input-output table can be interpreted as a stack of
sheets (Figure 4). For this example, there are 5 valuations (basic price, trade margin, transport
margin, taxes on products, subsidies on products).

Finally, the first dimension is the years to which the MRIO refers. The 8-DIM representation
allows multiple years to be considered at the same time (one stack as shown in Figure 4 per
year). Assume that the first dimension is set to 1 (the first year counted from the base year),
then the 8-tuple addressing the transaction value is

ξ8 = (1, 1, 2, 1, 3, 2, 1) .

The corresponding transaction value within the contingency table T is referred to as tξ8 .

Finally, such generalised MRIO tables can be constructed for any year, and even arranged into
a times series (Figure 11). However, usually only the MRIO for one year can be constructed at
one time (see Tarancon and Del Rio (2005) for an attempt to constrain a series of input-output
systems linked over time). The structure of such a single-year MRIO is shown in Figure 4.

2.1.2 Introducing Constraints on Contigency Tables

Contingency tables (and in particular IO-Tables) are often subject to constraints. A constraint is
a mathematical requirement to elements of contigency tables. The requirements (or constraints)
can be expressed in mathematical equations. Let

T =

t11 t12 t13
t21 t22 t23
t31 t32 t33

 (1)

be a contingency table. T does not reflect the total structure given in example 2.2, but for the
time being and for the sake of providing a simple example, we can interpret T as the basic price
sheet of Germany’s IIOT as it is shown in table 9. Following Table 1 the two industry sectors
simply represent Primary, manufacturing, and utilities (PriMaU) and Services. Then T has the
structure as shown in Table 2.

Perhaps the most important constraints on MRIOs are the so-called balancing constraints. In a
balanced table, the sum over all elements of the i-th row must equal the sum over all elements of
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Figure 11: An MRIO time series.

PriMaU Services Final Demand

PriMaU t11 t12 t13
Services t21 t22 t23

Value Added t31 t32

Table 2: T as Germany’s IIOT-Table

the i-th column. For the contingency table T introduced in Equation 1 the balancing constraints
are given (in principle, net taxes on products being included in value added) by a set of equations

t11 + t12 + t13 = t11 + t21 + t31

t21 + t22 + t23 = t12 + t22 + t32

t31 + t32 + t33 = t13 + t23 + t33 ,

which is equivalent to

t11 + t12 + t13 − (t11 + t21 + t31) = 0

t21 + t22 + t23 − (t12 + t22 + t32) = 0

t31 + t32 + t33 − (t13 + t23 + t33) = 0 .
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Since each of the diagonal elements tii for i = 1, 2, 3 appears twice with alternating signs in the
corresponding equation, these equations simplify to

t12 + t13 − t21 − t31 = 0

t21 + t23 − t12 − t32 = 0

t31 + t32 − t13 − t23 = 0 .

(2)

Equations 2 are the mathematical representation of the requirement that the sums of elements
in the i-th column must equal the sum over the elements of the i-th row.

Similarly, other requirements can be expressed using the same notation. IO tables also have the
requirement that the sum of each column in the margins matrices (valuations 2 and 3 in our
example) must equal 0. The resulting constraint equation is

t1i + t2i + t3i = 0 ∀i (3)

where i denotes the column (destination) index in the margins tables.

In balancing constraint the right-hand side of constraint equations (for example equations 2 and
3) are 0, but this does not need to be the case. In many early examples of IO table estimation,
information was available on the gross output of sectors (Bacharach 1965, Deming and Stephan
1940, Friedlander 1961, Stephan 1942). Suppose the gross output for sector Primary, manufac-
turing, and utilities is given by a monetary value x1, then the corresponding constraint equation
(sum over all elements of sector Primary, manufacturing, and utilities equals x1) is

t11 + t12 + t13 = x1 (4)

Another important class of constraints are ratio constraints, that consider known ratios amongst
table elements. For example, Andrew et al. (2010) applied ratio constraints during the estima-
tion of an MRIO table centered on New Zealand (R. Andrew, personal communication, April
2011). More specifically, he imposed that the production structure of sectors in a table T to
be constructed should not deviate from the production structure in a known table T∗. To for-
mulate this mathematically, we write the production structure of an economy represented by a
transaction table T and gross output vector diagonalised as x̂ as

A = T−1x̂ . (5)

The elements aij are interpreted as the amount of input that sector j required from sector i
per unit of j’s gross output. Equality of production structures inherent in T and T∗ can be
expressed as

aij =
tij∑

i tij +
∑

l vlj
=

t∗ij∑
i t
∗
ij +

∑
l v
∗
lj

= : a∗ij

⇐⇒ tij − a∗ij
∑
i

tij − a∗ij
∑
l

vlj = 0 ∀i, j

Virtually every constraint that will be considered within this document is a combination of the
basic constraints examples presented in this section. Combining these basic structures can result
in constraints of almost arbitrary complexity, especially for large contigency tables. Examples
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can be found throughout this document.

Finally, contingency tables may also be subject to boundary constraints. Unlike the constraints
discussed so far (which were all equality constraints), boundary constraints are inequality con-
straints that define a lower or upper bound for elements of the contingency tables. The most
common boundary constraints in MRIO tables are restrictions on certain parts of the different
valuation sheets. Basic-price intermediate demand for example should only have positive values.
A subsidies sheets (our example’s sheet 5) must only have negative values. Finally, changes in
inventories are a component of final demand that do not have any boundary restrictions, because
sectors in an economy can in subsequent years either add to, or draw from stocks, which results
in positive or negative changes in inventories.

Hence for each element tij of T there may be numbers l and u that define bounds for tij , i.e.

l ≤ tij ≤ u (6)

2.1.3 Vectorisation of the 8-DIM representation

Throughout this section, let

ξ8 = (x1, x2, x3, x4, x5, x6, x7, x8) ∈ N8

be the 8-DIM representation of an arbitrary element of a contingency table T, let tξ8 be the
transaction value of T addressed by the 8-tuple ξ8, let I be the total number of elements within
T, and let

I := [1, I] ∩ N = {1, . . . , I}

be the set that contains all natural numbers from 1 to I.

In this section we are developing a vectorised representation of T. Let D ∈ N8 be the finite subset
of 8-tuples that are required to represent the contingency table by the 8-DIM representation.
Then we are looking of a bijection ψ that fullfils

ψ : D → I, ψ is bijective. (7)

In order to achieve this goal, we will firstly introduce a more intuitive representation for each
valuation sheet of a contingency table. Figure 3 shows the basic price sheet of Example 2.2 which
is represented by the last 6 dimensions (elements x3, . . . , x8 of ξ8) of the 8-DIM representation.
Our first aim is to find a 2-dimensional representation of each valuation sheet.

Definition 2.3. (4-DIM representation of a contigency table)
Let (x3, x4, x5) be the 3-tuple of dimension 3, 4, and 8 of the 8-DIM representation. Then
(x3, x4, x5) refers to the region of origin, entitiy of origin and sector of origin of a transaction
value within the contingency table. Let us define

- for every feasible x3, let Ex3 be the total number of entities for region x3, and

- for every feasible x4, let Sx3,x4 be the total number of sectors within the x4-th entity of
region addressed by x3.
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Then we can define

φ1 : N3 → N : (x3, x4, x5) 7→
x1−1∑
i1=1

Ei1∑
i2=1

Si1,i2 +

x4−1∑
i3=0

Sx3,i3 + x5 (8)

Equation 8 maps dimensions 3,4, and 5 of the 8-DIM representation (the three origin dimensions)
bijectively onto the set K, where K is the total amount of origin sectors of one valuation sheet
of the contingency table.

The concept be be applied to (x6, x7, x8) (dimensions 6,7, and 8 of the 8-DIM representation,
the destination dimensions), yielding a function

φ2 : N3 → N (9)

For ξ8, we can then define:

γ : N8 → N4 : (x1, x2, x3, x4, x5, x6, x7, x8) 7→
(
x1, x2, φ1(x3, x4, x5), φ2(x6, x7, x8)

)
(10)

With k := φ1(x3, x4, x5) and l := φ2(x6, x7, x8) we can re-write ξ8 as

ξ4 := (x1, x2, k, l) ∈ N4 .

The corresponding transaction value within the contingency table T is referred to as tξ4 .

This reduces the original 8-tuple of the 8-DIM representation to a 4-tuple. This representation
is called the 4-DIM representation.

Our next step will be to reduce the 4-DIM representation to a 3-dimensional representation.

Definition 2.4. (Vectorised representation of a valuation sheet of a contigency table)
Let ξ4 = (x1, x2, k, l) be a 4-DIM representation of an arbitraty element of a contingency table A.
The for each fixed pair (x1, x2) the tuple (k, l) represents a valuation sheets of the contingency
table.

Let V be a valuation sheet of a contingency T table of the form

V =


v11 v12 . . . v1L
v21 v22 . . . v2L
...

...
. . .

...
vK1 vK2 . . . vKL

 (11)

and let vkl, k = 1, 2, . . . ,K, l = 1, 2, . . . , L denote the elements in V. Then we define the
vectorisation of V as

φ3 : N2 → N : (k, l) 7→ (k − 1) · L+ l . (12)
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With Equation 12 the vectorisation ν of V is

ν ∈ R(K·L), νφ3(k,l) := vkl =⇒ ν =



v11
v12
...
v1L
v21
v22
...
v2L

...
vk1
vk2
...

vKL



(13)

Using function φ3, we can reduce the 4-DIM representation to a 3-dimensional representation
of the contingency table by defining

β : N4 → N3 : (x1, x2, k, l) 7→
(
x1, x2, φ3(k, l)

)
. (14)

Function φ3 is fact a bijection, and therefore β is a bijection.

By defining j := φ3(k, l) we obtain

ξ3 := (x1, x2, j) ∈ N3 .

which is a 3-dimensional representation of the contingency table T. The corresponding trans-
action value within the contingency table T is referred to as tξ3 .

Definition 2.5. (1-DIM representation)
The 3-dimensional representation of a contingency table T introduced in Definition 2.4 represents
each valuation sheet as a vector. The sizes of the valuation sheets (and therefore the lengths of
the vectorised representations) are equal for each feasible pair (x1, x2).

Suppose X2 is the total amount of valuations per year within the contingency table, and ν is a
vectorised representation of a valuation sheets with elements νj , j = 1, . . . , J . Let (x1, x2, j) be
the 3-dimensional representation of the contingency table T. Then

α : N3 → N : (x1, x2, j) 7→ (x1 − 1) ·X2 + (x2 − 1) · J + j (15)

maps the 3-tuple (x1, x2, j) bijectively to the set I, where I is the total amount of elements in
T. By defining

i := α
(
(x1, x2, j)

)
= (x1 − 1) ·X2 + (x2 − 1) · J + j (16)

we obtain the 1-DIM representation.

Corollary 2.6. (Complete Vectorisation of a Contingency Table)
Let T be a contingency table and let

D = { ξ8 | ξ8 is an 8-DIM representation of a transaction value of T} ⊂ N8
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be the set of 8-tuples of the 8-DIM representation of T. Let I be the total amount of elements
in T, then a bijective function for Equation 7 is given by

ψ : D → I; ψ := α ◦ β ◦ γ (17)

with functions α as defined in Equation 15, β as defined in Equation 14, and γ as defined in
Equation 10.

Definition 2.7. (Vectorisation of a Contingency Table)
Using function ψ from Corollary 2.6 we obtain a vectorisation of the contingency table T. Then
we define

τ ∈ RI : τψ(ξ8) = tξ8 (18)

as the vectorisation of the contingency table T with tξ8 being the elements of T addressed by
corresponding ξ8 in the 8-DIM representation.

Throughout this work, we will refer to the vectorisation of a contingency table T as τ and to
the elements of τ as τi with i = 1, . . . , I.

2.1.4 Formulating Constraints as Matrix Equations

All concepts for constraints presented in section 2.1.2 yield constraint equations that are linear
in the coefficients of the contigency table. Assume that we have a contingency table T and its
vectorisation τ , then we can express every constraint in the form

gT τ = c with g, τ ∈ RI , c ∈ R (19)

The vector g contains the appropriate coefficients and the value r is the corresponding right
hand side value of the constraint. Assume that the vectorised contigency table τ is subject
to K constraints. Then each constraint can be represented in the form of Equation 19 with
appropriate vectors gk and right-hand-side values ck, k = 1, . . . ,K. More importantly, all K
constraints can be summarised as 

gT1
gT2
...
gTK


︸ ︷︷ ︸
=:G

τ =


c1
c2
...
cK


︸ ︷︷ ︸

=:c

Hence all constraints can be elegantly written as

Gτ = c with G ∈ RK×I , τ ∈ RI , c ∈ RK (20)

Definition 2.8. (Active constraints)
Let τ ∈ RI be a vectorised contingency table, g ∈ RI , and c ∈ R. Let

gT τ = c

be a constraint as introduced in Equation 19. Let τi and gi be elements of τ and g. The we
call the constraint active for τi if gi 6= 0. Hence, τi “is affected” by the constraint. We may
alternatively say that the constraint vector g is active on τi.
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Definition 2.9. (Classification of Constraints Matrices)
Let τ be the vectorised representation of a contingency table, let G be a constraints matrix for
τ as given in Equation 20, and let gTj , gTk be rows of T.

- We call G non-degenerate, if for each element τi of τ there is at most one constraint vector
gTj which is active on τi.

- We call G degenerate, if for at least one element τi of τ there are at least two constraints
vectors gTj and gTk which are active on τi and

gTj 6= gTk

holds.

As mentioned before, boundary constraints may hold for each element of the vectorised MRIO
τ (as shown in Equation 6). Hence for each elements τi of τ there might be a lower bound li
and an upper bound ui. These boundary conditions can be expressed as

li ≤ τi ≤ ui

The values li and ui can be summarised in vectors l and u, so that the boundary conditions for
the whole MRIO τ is given by

l ≤ τ ≤ u τ, l, u ∈ RI∞ with R∞ = R ∪ {∞,−∞} (21)

By using R∞ it is possible to include those values τi into Equation (21) that are subject to only
one bound, or no bounds at all.

Example 2.10. (Balancing Constraints for a 3×3-Matrix)
Let us recall the contingency table T from Equation 1. The balancing constraints for T are
given by Equations (2). We will vectorise T and express the balancing constraints as Gτ = c.

Using Equation 13, T becomes

T ∈ R3×3 =⇒ τ ∈ R9, τ =



t11
t12
t13
t21
t22
t23
t31
t32
t33


The first balancing constraint from (2)

t12 + t13 − t21 − t31 = 0
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can be rewritten as

(
0 1 1 −1 0 0 −1 0 0

)︸ ︷︷ ︸
=:gT1



t11
t12
t13
t21
t22
t23
t31
t32
t33


= 0

The same strategy can be applied to the second and third equation of Equation 2, yielding gT2
and gT3 . Combining the three vectors gT1 , gT2 and gT3 in a matrix form gives Equation 2 the
structure

0 1 1 −1 0 0 −1 0 0
0 −1 0 1 0 1 −1 0 0
0 0 −1 0 0 −1 1 1 0


︸ ︷︷ ︸

=G



t11
t12
t13
t21
t22
t23
t31
t32
t33


︸ ︷︷ ︸

=τ

=

0
0
0


︸ ︷︷ ︸
=c

Hence, the contigency table T and the balancing constraints given by Equations 2 can be
represented in the form Gτ = c.

Example 2.11. (Source data for right hand side values)
Recall Equation 4

t11 + t12 + t13 = x1

for the same contingency table T as in Example 2.10. Assume that there is a data source for
x1. In order to consider the data for x1, have to formulate Equation 4 a constraint equation.
Using the same vectorisation for T as in Example 2.10 we obtain

(
1 1 1 0 0 0 0 0 0

)



t11
t12
t13
t21
t22
t23
t31
t32
t33


= x1 .



2 CONSTRUCTING A SERIES OF CONTINGENCY TABLES Page 22

2.1.5 Data Reliability

Data published by national10 or international11 agencies are associated with a number of er-
ror sources (Murray 1998, Quandt 1958, Smith et al. 1998), simply because every data item is
based on some observation of a quantity. Every observation is characterised by a certain degree
of measurement reliability, which can then be translated into an estimate of the uncertainty
of the respective data item. The reason is that the data sources for instance even one single
entry of a published national IO-Table is based on the evaluation of possibly several hundreds
of values. Assuming that observations of a quantity are normally or log-normally distributed
around a mean, the stochastic uncertainty of published data, can be conveniently expressed
using standard deviation σ for each published data point.

Uncertainty analysis has a long-standing tradition in input-output analysis12, especially with
view of elucidating the properties of stochastic input-output systems13. Lenzen (2000) and
Wiedmann et al. (2010) present estimates of standard deviations for data items supporting the
construction of input-output tables for Australia and the United Kingdom. A number of au-
thors14 describe strategies for estimating standard deviations of quantities that are derived from
input-output tables. Others15 apply input-output table uncertainty to Life-Cycle Assessment.

Uncertainty data are usually not available from sources such as national statistical agencies.
Providing information about uncertainty is essential for researchers in judging the reliability of
results they may have obtained by using contingency tables. Lenzen et al. (2010b) developed a
RAS variant for determining standard deviations of (MR)IO tables, using an MRIO for the UK
as a case study. In this RAS variant, they employed published data on the standard deviations
of the right-hand-side vector c in order to infer standard deviations of the vectorised MRIO τ .
By formulating an underdetermined optimisation problem, these authors solved for the unknown
standard deviations of the transaction values of the UK MRIO.

Revisiting the vectorised representation of an IO table presented in Definition 2.4, we can for-
mulate

Definition 2.12. (Vector of standard deviations for a vectorised IO-Table)
Let τ be a vectorised IO table as defined in Definition 2.4, and let σi be the corresponding
standard deviation of τi. Then we call

στ =


σ1
σ2
...
σI


the vector of standard deviations of τ .

10For example the Australian Bureau of Statistics (ABS) (http://www.abs.gov.au/) for Australia or Bureau
of Economic Analysis (BEA) (https://www.bea.gov/index.htm) for the US.

11For example United Nations Commodity Trade Statistics Database (UN Comtrade) (http://comtrade.un.
org/).

12Evans (1954), Gibbons et al. (1982), Murray (1998), Park et al. (1981), Park (1973), Quandt (1958), Stevens
and Trainer (1980), Sonis and Hewings (1989).

13Goicoechea and Hansen (1978), Hanseman (1982), Hanseman and Gustafson (1981), Kop Jansen (1994), Ten
Raa and Rueda-Cantuche (2007), Ten Raa and Steel (1994), West (1986).

14Bullard and Sebald (1977); Bullard and Sebald (1988); Sonis and Hewings (1989); Sonis and Hewings (1995);
Sakai et al. (2000); Peters (2007); Weber (2008); Lenzen et al. (2010b)

15Nansai et al. (2001); Yoshida et al. (2001); Hondo et al. (2002); Williams et al. (2009)

http://www.abs.gov.au/
https://www.bea.gov/index.htm
http://comtrade.un.org/
http://comtrade.un.org/
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The same principle applies to constraints. An example is the gross output for sector Primary,
manufacturing, and utilities (Equation 4) of a country which is represented by sum over a certain
set of elements of the contingency table. Revisiting Equation 4

t11 + t12 + t13 = x1 with x1 ∈ R

then the value x1 is also subject to a certain reliability (for example: the GDP of a country
cannot be measured or calculated with total accuracy), which is represented by the standard
deviation σx1 for x1.

For a larger number of constraints we can recall equation (20) and express the constraints as

Gτ = c

The standard deviations for the vector of constraint values c can then be summarised in a vector
σc of equal dimensions as c (similar to Definition 2.12).

Definition 2.13. (Soft and hard constraints)
Let τ be a vectorised contingency table and let Gτ = c be a set of constraints on τ and let
σc = (σc,1, σc,2, . . . , σc,K)T be the vector of standard deviations for the vector of constraints
values c. Then we categorise each row gTi of G as follows:

We say that gTi is a hard constraint if σc,i = 0. We call gTi a soft constraint if σc,i 6= 0.

2.1.6 The Reconciliation Problem

When designing a contingency table (for example an MRIO), the available data is usually pub-
lished by different data providers. The individual data sets have to be assembled as one contin-
gency table T0 from all these sources. In Example 2.2 the national data for Australia, Germany
and Japan were supplied by the individual national agencies16. Figure 3 shows the structure of
the basic price sheet of Example 2.2 which was assembled using data sets from these different
sources.

The initial contingency table T0 is usually subject to external constraints. In Example 2.2, the
initial MRIO is subject to balancing constraints (see Example 2.10). Suppose all constraints are
represeneted by the constraints matrix G. Then (following Definition 2.9) two of the following
cases will hold:

1. G is non-degenerate, or

2. G is degenerate.

A reconciliation problem occurs for the second case (G is degenerate), because there is at least
one element within the contingency table that is subject to more than one constraint. In this
case we have to use an optimisation algorithm to obtain a contingency table T which does
fulfill all constraints given by G. Usually there are more elements in the contingency table than
there are constraints. Hence, the unknowns outnumber the external constraints, resulting in
the system being underdetermined, that is exhibiting too many degrees of freedom to be solved
analytically.

16The data sources for Example 2.2 are as follows. Australia: Australian Bureau of Statistics, http://www.abs.
gov.au; Germany: Statistisches Bundesamt Deutschland, http://www.destatis.de; Japan: Ministry of Internal
Affairs and Communications, http://www.soumu.go.jp/english/index.html.

http://www.abs.gov.au
http://www.abs.gov.au
http://www.destatis.de
http://www.soumu.go.jp/english/index.html
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In order to approach this problem, one has to make assumptions about the unknown elements to
provide initial data for each value in the MRIO, yielding a generally unbalanced initial estimate
T0 for the contingency table17.

Using T0, an optimisation problem to find a contingency table T that fulfills all constraints (a
so-called feasible contingency table) can be formulated as

min
τ

f(τ, τ0) subject to Gτ = c ,

where τ and τ0 are the vectorised representations of T0 and T. Often the problem is augmented
by introducing vectors of upper and lower bounds l and u for τ .

min
τ

f(τ, τ0) subject to Gτ = c, l ≤ τ ≤ u . (22)

Equation 22 represents the mathematical problem to find a feasible contingency table T.

Note that Equation 22 does not specify the objective function f . In fact, the choice of a suitable
and meaningful objective function and a powerful optimisation method that can solve Equation
22 has been a major topic in research for the last decades18.

Regardless of which objective function is chosen for Equation 22, the following properties would
be advantageous for the optimisation method used to solve the problem:

a) incorporate constraints on arbitrarily sized and shaped subsets of matrix elements, instead
of only fixing row and column sums;

b) allow considering the reliability of the initial estimate;

c) allow considering the reliability of external constraints;

d) be able to handle negative values;

e) be able to handle conflicting external data.

Remark 2.14.
Equation 22 does not take into consideration the reliability of data as discussed in section 2.1.5.
Some approaches do in fact consider the reliability of contingency table elements and constraint
data. Hence, the vectors στ and σc are taken into account as well. In this case, Equation 22
formally becomes

min
τ

f(τ, τ0, στ , σc) subject to Gτ = c, l ≤ τ ≤ u (23)

Since Equation 23 provides the most general approach to the problem of obtaining a contingency
table, we will refer to this equation throughout this report. Equation 22 is essentially a special
case of the more general Equation 23.

Remark 2.15. (Passing Results on in Time Series Applications)
For time series applications, the result of the the optimisation problem (Equation 23) is passed
on to the subsequent time step as the initial estimate. Suppose for time step 1 of the time

17Bouwmeester and Oosterhaven (2008), Oosterhaven et al. (2008), Oosterhaven et al. (2011).
18Bacharach (1970) presents the method which has been the most successful one so far: the RAS method.
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series Equation 23 delivers the result τ (1). By passing τ (1) on to the next time step 2, the
corresponding optimisation problem for that time step becomes

min f(τ (2), τ (1), στ (2) , σc) subject to Gτ (2) = c, l ≤ τ (2) ≤ u .

Hence, for time series application, the user has to define a full initial estimate only for the base
year. For each subsequent year the result of the previous year is used as the initial estimate.

2.2 Updating a Series of Contingency Tables

Especially large application obtain their input data from a large number of data sources. While
some of the source data may be available at one point in time, other source data may be available
at a later point. Hence, the data situation for a contingency table can vary over time.

Equation 23 can be applied at any given stage of data availability. The solution of the optimi-
sation problem given by Equation 23 depends on the available input data. Hence, if new input
data become available, the variables for Equation 23 change, and the solution for the equation
has to be re-calculated with respect to the new variables in order to reflect the newly available
input data in the result.

In time series applications, the optimisaton problem given by Equation 23 has to be solved for
every time step in the time series. According to Remark 2.15, the result (say τ (1)) of Equation
23 for a particular time step (say t1) is used as the initial estimate for Equation 23 at the sub-
sequent time step (say t2). If τ (1) has to be re-calculated due to newly available input data, we

obtain a new result for Equation 23 for time step t1, say τ
(1)
new. The result of Equation 23 for the

time step t2 does not reflect these new data, since the initial estimate for Equation 23 at time
step t2 was the original τ (1). Therefore, the solution for Equation 23 at time step t2 also has to

be re-calculated, using τ
(1)
new as the initial estimate. Consequently, the results for each subsequent

time step of the time series have to be re-calculated in order to consider the newly available
input data for time step t1. Especially for large systems, this can be quite time-consuming.
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3 AISHA: A Tool to Construct a Series of Large Contingency
Tables

3.1 Matlab-Based Graphical User Interface (GUI)

AISHA19 is essentially a software package that is designed to perform the methodology to con-
struct a series on contingency tables as it was described in Section 2. The functioning of
AISHA is controlled by the user through a graphical user interface (GUI), referred to as the
AISHA-GUI (Figure 12).

Figure 12: The AISHA-GUI

3.1.1 Programming Environment and Hardware

AISHA is programmed in Matlab and can be executed in Matlab version R2009b or later versions.
Matlab offers a large variety of mathematical and particularly matrix operations and therefore
offers an ideal environment for AISHA. AISHA, in its current version, can be executed in Matlab
on Microsoft Windows.

3.1.2 Projects

The task of generating a series of contingency tables is called a project within AISHA. A project
can be saved as a mat-file (the so-called project file) which contains all settings that the user
made to define the project and the way it operates when generating the series of contingency

19The AISHA-acronym stands for An Automated Integration System for Harmonised Accounts.
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tables.

Each project requires a work directory which is defined directly in the GUI. A work directory
and its subdirectories contain all necessary input data for AISHA to complete the calculation
process for a series of MRIO tables. Additionally, AISHA writes all generated output data files
into the work directory and its subdirectories.

3.2 Input and Output Data

All of AISHA’s data I/O is handled through the work directory. Some of the I/O files are Excel
files. Supported Excel versions are 2003 or later. We will refer to later versions of Excel only
and therefore only use the relevant file ending xlsx.

3.2.1 File Naming Convention

AISHA operates on a standard file naming convention. The AISHA-GUI uses this naming con-
vention for its output files and most of its input files. The purpose of the naming convention is
to provide a unique way of defining file names that offer detailed information about the contents
of the file in arbitrarily large projects.

Before we can introduce the naming convention, the concepts of phases and loops have to be in-
troduced. Throughout the development process of AISHA it became clear that certain projects
might be run numerous times under different condidtions. These different condidtions could be
for example different input data or a varying number of constraints. In order to provide some
structure for these processes, AISHA supports phases and loops which are used to hierarchi-
cally structure the work directories of different projects. Loops are inferior to phases and it is
recommended to sort work directories according to this structure. However, there is no strict
definition for a phase or a loop.

Example 3.1. (Phase/Loop Structure for Example 2.2)
Consider there are numerous data sources for Example 2.2 and the first run of Example 2.2 is
carried out only with half the available data. Then the we define the work directory for this
first run as

C:\Aisha\Phase001\Loop001

and the for the second run which considers all the available data sources as

C:\Aisha\Phase001\Loop002

The AISHA-GUI supports this hierarchical structure. The phase and loop number are necessary
user inputs of the AISHA-GUI (see Section 3.4.1) and are also part of the naming convention.
Feasible values for the phase and loop are 1 to 999.

Definition 3.2. (File Naming Convention for AISHA-GUI)
The AISHA file naming convention defines a file name as a set of individual character strings
divided by underscore characters according to the following convention:

<date str> <project> <countries> <phase no> <file id> <loop no> <arbitrary
string>.<file ext>

The elements of this file naming convention are
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1. <date str>: The date string. This is an 8-digit number containing the date on which the
file was created according to the following notation: yyyymmdd. Example: the 14th of
May 2011 would be represented in the data string 20110514.

2. <project>: The project name as it was defined in the by the user in the AISHA-GUI. See
Section 3.4.1 for a detailed explanation.

3. <countries>: Countries affected by the information contained in the file. This is the three-
digit UN country code that was already used in Example 2.2. Some files may only hold
data that is related to one country, in which case the three digit UN country code would
be used. For cases where all countries that are participating in the project are affected
(for example the tree structure file, Section 3.5), this part is the string “AllCountries”.

4. <phase no>: The phase number represented in three digits. For example “001” for phase
1. See Section 3.4.1 for for how to define the phase number of a project.

5. <file id>: The file identifier. This string defines what kind of data the file contains. This
is the only part of the naming convention that is not defined by the project definition
or the time at which the file is generated. Hence, this is the most important part of the
naming convention.

6. <loop no>: The loop number represented in three digits. For example “002” for loop 2.
See Section 3.4.1 for for how to define the loop number of a project.

7. <arbitrary string>: An arbitrary string the user may use for additional information. This
string can stay empty.

8. <file ext>: The file extension. For example txt for text files or xlsx for Excel files.

Since all parts of the naming convention but the file identifier and the file extension are either
defined by the project settings (Section 3.4.1), the amount of countries are affected by its con-
tents, or the time at which the file was generated, we say that a file is named according to the
naming convention using a certain file identifier. This uniquely defines the filename.

Example 3.3. (File Naming Convention)
Assume we have project called “TestProject” which is was defined as phase 1, loop 2. Then an
Excel file named according to the naming convention with the file identifier “Results” generated
on the 14th May 2011 would have the file name

20110514 TestProject AllCountries 001 Results 001.xlsx .

Clearly, a file having this file identifier would be expected to contain the results of a certain run.

3.2.2 AISHA-specific File Formats

The 8-DIM, 4-DIM and 1-DIM representations defined in Sections 2.1.1 and 2.1.3 can be used
to define file formats that proved very useful for the use with AISHA.

Let T be a contingency table with I elements and let τ be the vectorisation of the contingency
table. Let ξ8,i be the 8-tuple of the 8-DIM representation and τi = tξ8,i the transaction value
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of the contingency table T that is addressed by ξ8,i. Then we can augment the 8-tuple by the
value τi, yielding a 9-tuple

(x1,i, x2,i, x3,i, x4,i, x5,i, x6,i, x7,i, x8,i, τi) for i = 1, . . . , I . (24)

This represents each element τi in an 8-dimensional sparse format (similar to the two dimensional
sparse format used in Matlab). The same concept works for the 4-DIM and 1-DIM representa-
tion.

A total sparse representation of a contingency table T can be formulated by simply interpreting
Equation 24 as a single line in a matrix which holds the sparse representations for all elements
of T. We obtain

Tsp8 :=


x1,1 x2,1 x3,1 x4,1 x5,1 x6,1 x7,1 x8,1 τ1
x1,2 x2,2 x3,2 x4,2 x5,2 x6,2 x7,2 x8,2 τ2

...
...

...
...

...
...

...
...

...
x1,I x2,I x3,I x4,I x5,I x6,I x7,I x8,I τI

 (25)

as an 8-DIM sparse representation of the whole contingency table T. The matrix in Equation
25 has the dimensions I × 9. The same concept can be applied to the 4-DIM and 1-DIM
representation yield matrices with dimensions I × 5 and I × 2. The matrix given in Equation
25 can be stored in a tab-delimited text-file. This format of this file is called an S8-file. Using
the same approach for the 4-DIM and 1-DIM representation, we obtain the S4-file- and the
S1-file-formats.

The “S” stands for “sparse” and the number represents the amount of dimensions used in
the sparse representation. Especially the S1-file format offers an economical way of storing an
entire contingency table since only one dimension is required to uniquely identify the position
of each transaction element. The disadvantage of these file formats is that the dimensions of
the contingency table have to be available before this format can be used. The S1-, S4-, S8-file
formats are used for numerous operations within AISHA.

In order to shorten file access time during I/O, these three formats are also supported in binary
format. The structure is identical, but instead of storing the matrix from Equation 25 as a
text-file, it is stored as a binary file. The file formats are then called B1-, B4-, and B8-file
formats.

3.2.3 GUI-Inputs and Settings

The input data consists of three types of files:

1. A tree structure file. This file contains the structure of the series of contingency tables
(amount of years, amount of regions, . . . ). This file is an Excel file which must have the file
name TreeStructure.xlsx. It must be located in the work directory. The tree structure
file is explained in detail in Section 3.5 (refer to Section 2.1.1 for an explanation of the
structure of a contingency table).

2. A constraints file. This file holds all the information that is necessary to formulate all
input data for the optimisation problem (Equation 23). This means, the constraints file
holds all information to construct an initial estimate of the series of contingency tables,
formulate the constraints matrix, define standard deviations for the given values, and to
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apply the boundary conditions to the problem. The constriants file must have the file
name Constraints-<yyyy>.xlsx, where <yyyy> denotes the year that the constraints
file is valid for. For example Constraints-2000.xlsx denotes the constraints file for the year
2000. It must be located in the work directory. The constraints file uses a meta-script
language that is based on the 8-DIM representation from Definition 2.1 to address elements
within the contingency tables. This meta-script is explained in detail in Sections 3.6 and
3.7.

3. Data files. The data files contain all necessary data to formulate the optimisation problem
of Equation 23 (initial estimate τ0, constraints data c, bounds l and u, and the standard
deviation data σc and στ . Supported data formats are comma-separated value files (csv-
files) or the AISHA-specific file formats introduced in section 3.2.2. An arbitrary number
of files can be used to supply all necessary data to the project. The commands within the
constraints file define how the contents of the data files should be interpreted. Therefore,
there are no restrictions whether the data files should contain single values, vectors or
matrices of data. Data files can be stored in arbitrary locations on the system. The path
to each individual file is defined within the constraints file.

3.2.4 Output Data

The resulting contingency table is written out into the work directory at the end of each time
step by the AISHA-GUI. The user can choose in which format the data is written out (Section
3.4.5). There are two options for the output file format: Excel file or binary file format. Both
these formats will be described in detail in Section 3.4.5.

3.3 Workflow

AISHA follows the methodology to construct a series of contingency tables as it was presented
in Section 2. AISHA can be operated once all input files are available. AISHA’s workflow is
divided into four different steps which will be explained in detail within this section.

1. Pre-Processing

2. Processing Scheduling

3. Optimisation

4. Post-Processing

For a series on contingency tables, the workflow described in this section is carried out subse-
quently for each time step. In this case, all input files must be available for the whole series
before commencing the calculations. The results of the completed year are automatically used
as the intial estimate data for the subsequent years.

3.3.1 Pre-Processing

The pre-processing includes all operations that are necessary to prepare the contents of the data
files so that they can be used in the processing scheduler. The pre-processing covers

- Ensure that the tree file and constraints file for the current year are available
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- Read the constraints file contents and convert them to an internal Matlab-specific data
structure that can be processed in the processing scheduler

- If previous years of a time series have already been completed: Locate the result files from
the previous year and define these files as the initial estimate data files for the current
time step.

3.3.2 Processing Scheduling

The processing scheduler completes all the work that is necessary to formulate the optimisa-
tion problem (Equation 23). Firstly, the precessing scheduler reads in the tree structure file
and allocates memory space for a contingency table according to the tree structure data. Once
the dimensions of the table are available and the memory is allocated, the processing scheduler
reads and interprets the meta-commands that were loaded from the constraints file during the
pre-processing. The meta commands hold all the information that is necessary to populate the
contingency table with the initial estimate and to formulate the optimisation problem (Equa-
tion 23). In detail, the processing scheduler completes the following tasks by processsing the
corresponding meta-commands:

1. Populate the contingency table by reading in the initial estimate data and placing the
data in locations defined by the corresponding meta-command. For Example 2.2, this
could mean that the Australian supply table is read from a csv-file and placed in the
appropriate location in on the basic price sheet. The initial estimate is completed before
any other commands are processed.

2. Read in the standard deviation values for the intial estimate of the contingency table.

3. After the initial estimate is completed, the processing scheduler vectorises the contingency
table (and the standard deviations) according to Definition 2.4, yielding a vectorised ta-
ble τ0 and vectorised standard deviations στ . Both vectors are input variables for the
optimisation problem.

4. Construct each constraint according to Equation 19 and summarise the constraints in a
constraints matrix G and a right-hand side vector c (see Equation 20). Matrix G and
vector c are input variables for the optimisation problem.

5. Read in the standard deviation values of the right-hand side vector c and summarise them
in vector σc. The vector σc is an input variable for the optimisation problem.

6. Define the lower and upper bounds for the elements in the contingency table and save them
as vectors l and u. These vectors complete the set of input variables for the optimisation
problem.

After the processing scheduler has finished the aforementioned tasks, all input variables are
written out into a subdirectory of the work directory. The data is written out into binary
format files which serve as input files for the optimisation algorithm. The fact that the data is
written out and not passed on internally is based on the fact that external, non Matlab-based
optimisation algorithms will be used in the future. Addtionally, the processing scheduler writes
out a Matlab datafile (so-called mat-file) containing data to complete the post-processing.
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3.3.3 Optimizer

AISHA offers two built-in optimisers to solve the optimisation problem (Equation 23).

1. A barrier-penalty optimiser based on Huang et al. (2008), and

2. An extension of the RAS-method that was developed by Lenzen et al. (2010a). This
so-called KRAS optimiser is capable of balancing a contingency table under conflicting
information.

3.3.4 Post-Processing

During the post-processing, the optimisation results are loaded from the result file of the op-
timiser and written out into result files. The user can choose between binary format (useful if
the data is needed for further processing outside AISHA) or text format. The detailed order of
operations during the post processing are

1. Load optimisation results from file. Load standard deviations of the result from file.
Load mat-file to obtain necessary data for post-processing (mat-file was generated by the
processing scheduler).

2. Invert the vectorisation of the contingency table. The necessary data for this operation
was provided by the mat-file that was loaded during the previous step.

3. Write out results. Each valuation sheet of the contingency table is exported into an
individual file.

4. In case there are further time steps to calculate as part of a time series: Write out the
results into a B1-file (as introduced in Section 3.2.2). This result file will be used for Step
3 of the pre-processing as the initial estimate for the subsequent year.

3.4 Using the AISHA-GUI

Following the preparation of the input files (Section 3.2), the AISHA-GUI is used to define the
project settings and to start the AISHA-algorithm. The AISHA-algorithm includes all operations
described in the workflow (Section 3.3). The AISHA-algorithm is started by clicking on the “Run
AISHA” button in the GUI (Figure 12). Once the AISHA-algorithm was started, the whole time
series of contingency tables as defined by the project specifications will be calculated. Hence, all
preparations and settings have to be completed before starting the AISHA-algorithm. In case
of a time series project, all settings that were made within the AISHA-GUI are valid for each
year of the time series.

Some of the options within the menus of the AISHA-GUI are switches to activate or deactive
the option. Throughout this section, these menu options will be identified as switch options.
The state of the switch is displayed by a check mark next to the option. A checked option is
activated, an unchecked option is not.

3.4.1 GUI-Inputs and Settings

This section describes those inputs and settings of the AISHA-GUI that are located in the GUI
itself and not in one of the menus. These settings define important framework settings for the
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project as well as the workflow of the project. The AISHA-GUI will be described from left to
right.

- Disc icon and Folder icon in the top left corner of the AISHA-GUI. Clicking on the
folder opens a dialog to choose a project file, the disc icon opens a dialog to save a project
file. The functionalities of these two icons are identical to the menu options Load Project
and Save Project in the Project menu (Section 3.4.2).

- Workflow. The four checkboxes on the left hand side of the AISHA-GUI define which
parts of the workflow are carried out when the AISHA-algorithm is initiated. The option
to turn off individual parts of the workflow serve the purpose of time efficiency. Especially
for large projects, each part of the workflow can take up a significant amount of time and it
might be desirable to short-circuit certain parts of the workflow in order to save computing
time. (Figure 12) shows a setting in which all four parts of the workflow are activated.
In the current AISHA-GUI, the options Pre-Processing and Processing Scheduler must be
activated at all times. The option to disable these workflow steps individually is reserved
for future releases of AISHA.
The Optimiser can be deactivated if for example no constraints are defined and AISHA is
only used to construct a large contingency table from different data sources. In this case,
the post-processing is able to use the data provided by the processing scheduler to complete
the AISHA-algorithm and export the results.
The option to deactivate the Post-Processing is helpful if for example the purpose of
the current AISHA-run is to test a set of meta-commands. In this case it is useful to
deactivate the options Optimiser and Post-Processing as the meta-commands are processed
by the processing scheduler. Note: the post-processing has to be activated for time
series projects. The post-processing ensures that the results of the current year are made
available to the subsequent year as the initial estimate.

- Activate All and Deactivate All Buttons. These buttons check or uncheck all of the
workflow checkboxes mentioned above.

- Work Directory. This text field displays the location of the work directory. The work
directory can be defined by either typing the path into the text field, or by clicking on the
Choose... button which opens the standard Windows user dialog to choose a directory.

- The box Optimiser Information. This box displays which optimiser was chosen. The
optimiser is chosen in the optimiser menu (Section 3.4.4).

- Project. This text field is used to define the project name by simply typing the desired
project name into the text field. The project name is a string of arbitrary length. It is
used within the file naming convention introduced in Section 3.1.2.

- Phase. Type the phase number of the project into this text field (see Section 3.2.1). The
project number is used for the file naming convention.

- Loop. Type the loop number of the project into this text field. The loop number is used
for the file naming convention.

- Base Year. This field displays the initial starting year of the time series. The user is
required to provide the base year in this field.
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- Final Year. This field displays the final year of the time series. The user is required to
provide the final year in this field. Note: The final year can be a smaller number than
the base year. Time series projects that are directed backwards in real time are possible.
A constraints file should be provided for each year of the time series. For each year that
no constraints file is availble for, the result will be identical to the initial estimate.

- Run AISHA button. Click this button to start the AISHA-algorithm.

3.4.2 The Project Menu

The Project menu (Figure 13) offers a few standard options for the AISHA-GUI, but has no
direct impact on how the AISHA-GUI operates. The individual options of this menu have the

Figure 13: The Project menu of the AISHA-GUI.

following functionalities.

- Load Project. The option opens a dialog to choose a project file that was previously
saved using the Save Project option. By loading a project file the AISHA-GUI is restored
to the same state that it was in when the project was saved. This includes all settings and
user inputs.

- Save Project. Saves the current state of the AISHA-GUI in a Matlab data file (mat-
file). All user inputs, check box settings and menu settings are saved in the project file.
Upon clicking this option, a standard Windows dialog to save files opens up. The default
location for the project file is the work directory, the default file name defined according
to the naming convention using the file identifier “Project”. However, the location and
name of the project file can be changed by the user without any restrictions.

- Generate Dummy Files for Project. By clicking this option, a set of blank input files
are copied into the work directory. A dummy tree structure file and one constraints file
for each year of the time series is produced. This option is intended to assist users with
the correct format of input files.

- Exit AISHA. This option closes the program.

3.4.3 The Settings Menu

The Settings menu (Figure 14) offers a few additional general settings for the functionality of
AISHA that are not directly linked to individual workflow steps. The individual options of this
menu have the following functionalities.
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Figure 14: The Settings menu of the AISHA-GUI.

- Activate GUI Messages (switch option). The AISHA-GUI provides a number of stan-
dard outputs to the command window during its runtime. By activating this options,
additional more detailed messages are displayed.

3.4.4 The Optimiser Menu

The Optimiser menu (Figure 15) defines the choice of optimiser for the project. All options

Figure 15: The Optimiser menu of the AISHA-GUI.

within this menu are switch options. Only one option can be activated at any time (the AISHA-
GUI ensures that a maximum of one option is actiaved within this menu). The individual options
of this menu have the following functionalities.

- Use Barrier/Penalt Optimiser (switch option). Activates a barrier-penalty optimiser
for the current project.

- Use KRAS Optimiser (switch option). Activates the KRAS optimiser for the current
project

The chosen optimiser is displayed in the text box Optimiser Information in the AISHA-GUI.

3.4.5 The Post-Processing Menu

The Post-Processing menu (Figure 16) defines which format is used for the output files of the
project. All options are switch options and can be selected in any arbitrary combination. The

Figure 16: The Post-Processing menu of the AISHA-GUI.
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individual options of this menu have the following functionalities.

- Generate Standard Deviation Output Files (switch option). When this option is ac-
tivated, the AISHA-GUI writes out the standard deviations for the results of each valuation
sheet each into a separate file in the work directory. The file is named according to the
naming convention using the identifier “RsltSTDDEV-” followed by a four digit represen-
tation of the year, and the arbitrary string “Markup” followed by a 3-digit representation
of the sheet number. For example

20110510 StandardExample AllCountries 300 RsltSTDDEV-2000 001 Markup002.bin

for the second sheet.

- Generate Standard Output Files (switch option). Activating this options ensures
that the AISHA-GUI saves the results for each year in one Excel file in the work directory.
Each valuation sheet is saved in one separate sheet within the Excel file. The Excel file is
named according to naming convention. The file identifier is “Results-” followed by a four
digit representation of the year, and the arbitrary string “Markup” followed by a 3-digit
representation of the sheet number.

- Generate Binary Output Files (switch option). Activating this options ensures that
the AISHA-GUI saves the results and the standard deviation of the results for each year
in binary files in the work directory. Each valuation is saved in a separate file. The files
are named according to the naming convention using the same file identifiers as the first
two options.

3.5 Tree Structure in AISHA

Within AISHA, the 8-DIM representation introduced in Definition 2.1 is used to address the
contingency table elements. Each of the 8 dimensions have to be provided to AISHA in order
to completely define the size of the contingency table within the program. A full definition of
MRIO dimensions is called a tree structure within AISHA.

The terminology of the tree structure used in AISHA (Table 3) refers to the terminology used
for the individual dimensions of the 8-DIM representation, yet it is not identical. The concept
and terms used in for the tree structure were already introduced in Table 1.

In order to simplify the process of defining a tree structure for the user, a few requirements have
to be met when defining the tree structure.

- Every row parent must have the same amount of row children

- Every column parent must have the same amount of column children

Example 2.2 shows a case where these requirements are not met initially. Japan has only two
entities in row children (commodities and value added) but Austraila has three (industries, com-
modities and value added). In order to solve this problem, Japan has to be defined as having
three row children, and the first row child simply has no row grandchildren. This would refer to
Japan’s industries not having any sectors.

The tree structure is defined by providing the maximum values for each of the 8 dimensions.
Since row grandchildren and column grandchildren can have different amounts of sectors, the



3 AISHA: A TOOL TO CONSTRUCT A SERIES OF CONTINGENCY TABLES Page 37

sector amounts for each row grandchild and column grandchild must be defined individually
(Table 4).

This representation of the tree structure is partly redundant. Due to the requirement that each
parent must have the same amount of children, the column grandchildren and row grandchildren
blocks have as many rows as they have parents and as many columns as they have children.
The amount of row parents and column parents may differ (the same holds for row children and
column children). Therefore the grandchildren blocks may differ in size for a tree structure.

Since the data for parents and children can be obtained from the size of the corresponding
grandchildren block, only Stacks, Sheets and the blocks for row grandchildren and column grand-
children are provided to AISHA to define the tree structure. The tree structure data is provided
to AISHA by the tree structure file. This file is an Excel file containing four sheets which is
named according to the naming convention using the file identifier TreeStructure. These four
sheets are named Years (stacks), Margins (sheets), Rowgrandchildren and Columngrandchildren.

The sheet named “Years (stacks)” (Figure 17) contains only the amount years for the contin-
gency table in cell “A1” of the sheet. This number is given in Table 4 by the value “Stacks”.

Figure 17: The “Years (stacks)” sheet of the tree structure file. This figure shows the cor-
responding sheet for Example 2.2. This data is identical to the data for “Stacks” in Table
4.

Recall that this number represents the years that are calculated at the same time. In a time
series spanning more than one time step, this number still equals one, since each individual year

8-DIM Aisha Terminology Alternative Terminology

1 Stacks Time; Number of years the contingency table covers

2 Sheets Valuation; Number of valuation sheets

3 Row Parents Region of flow origin (country, state, region, . . . )

4 Row Children Entity of flow origin (industry, commodity, satellite, . . . )

5 Row Grandchildren Sector of flow origin

6 Column Parents Region of flow destination (country, state, region, . . . )

7 Column Children Entity of flow destination (industry, commodity, satellite, . . . )

8 Column Grandchildren Sector of flow destination

Table 3: Tree structure terminology in AISHA and alternative terms.
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Stacks: 1
Sheets: 5

Row Parents: 4 Column Parents: 4
Row Children: 3 Column Children: 3

Row Grandchildren Column Grandchildren
Aus 3 3 1 Aus 3 3 1
Deu 2 0 1 Aus 2 0 1
Jpn 0 4 1 Jpn 0 4 1
RoW 1 0 0 RoW 1 0 0

Table 4: Tree structure for Example 2.2.

has to be processed before the calculaltions for the subsequent year can commence.

The sheet named “Margins (sheets)” (Figure 18) only contains the number of valuations of the
contingency table in cell “A1” of the sheet. This value is given in Table 4 by “Sheets”.

Figure 18: The “Margins (sheets)” sheet of the tree structure file. This figure shows the cor-
responding sheet for Example 2.2. This data is identical to the data for “Sheets” in Table
4.

The sheet “Rowgrandchildren” (Figure 19) contains the aforementioned row grandchildren block.
The data has to be placed in the top left corner of the sheet. The row grandchildren block is
given by “Row Grandchildren” in Table 4.

The sheet “Columngrandchildren” (Figure 20) contains the aforementioned column grandchil-
dren block. The data has to be placed in the top left corner of the sheet. The column grand-
children block is given by “Row Grandchildren” in Table 4.

3.6 Addressing Contingency Table Entries Using Meta-Script

In this section we will present a simple command language that was developed to help users
easily specify constraints on contingency tables. This meta-command language is designed to
operate on the 8-DIM representation from Definition 2.1. The dimensions MRIO table that the
meta-command language is operating on is defined by the tree structure (Section 3.5).
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Figure 19: The “Rowgrandchildren” sheet of the tree structure file. This figure shows the
corresponding sheet for Example 2.2. This data is identical to the data block under “Row
Grandchildren” in Table 4.

Figure 20: The “Columngrandchildren” sheet of the tree structure file. This figure shows the
corresponding sheet for Example 2.2. This data is identical to the data block under “Column
Grandchildren” in Table 4.
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3.6.1 Basic Meta-Script Commands

For example, any entry in the MRIO introduced in Example 2.2 can be described by a vector
in an 8-dimensional space. For example, a point (1, 1, 2, 1, 3, 2, 1) addresses the entry for

- 2000 (1st year counted from base year 2000),

- Valuated in basic prices (valuation 1),

- Originating in Germany (country 2),

- As the industry (entity 1)

- ’Primary, manufacturing, and utilities’ (industry 1),

- Destined for consumption in Japan (country 3),

- In the commodity (entity 2)

- ’Primary industries’ (commodity 1).

This entry would be expressed in d.
A range of such entries can be conveniently expressed using basic meta-script commands as
follows:

- a : b denotes looping through all indices starting with a through to b;

- a− b denotes summing over all indices starting with a through to b;

- [a; b; c] denotes looping over (possibly disjunct) a, b, and c;

- [a, b, c] denotes summing over (possibly disjunct) a, b, and c;

There exists a number of further meta-commands that address aggregated element ranges, ag-
gregated data sources, and upper and lower bounds. The full meta-command suite will be
published along with the release of the MRIO database in January 2012.

3.6.2 The Correlation Operator

The correlation operator ∼ works in the following way. Assume that index 4 is looped 1 : 3 and
index 6 is looped 1 : 3, then this addresses 3 × 3 = 9 combinations of two indices. However,
assume now that index 4 is looped 1 : 3 and index 6 is looped 1 : 3∼4, then this addresses only
3 combinations of two indices, because index 6 is being tied to index 4, so that only coordinates
(1, 1), (2, 2), and (3, 3) are addressed. The same applies to examples such as 1−3 (index 1) and
4, 9, 7∼1 (index 3), where entries are summed only over 3 coordinates (1, 4), (2, 9), and (3, 7),
and not over 9 coordinates as in 1− 3 (index 1) and (4, 9, 7) (index 3).
A range of entries within the full 8-dimensional MRIO can be addressed for example as follows:

[1 : 1, 1 : 1, 3 : 3, 2 : 2, 1− 4, 3 : 3, 2 : 2, 1− 4] (26)

could denote

- 2000 (1st year counted from base year 2000),

- Valuated in basic prices (valuation 1),

- Originating in Japan (country 3),

- As the commodity (entity 2)
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- ’Sum over all commodities’ (commodities 1-4),

- Destined for consumption in Japan (country 5),

- In any of the commodities (entity 1)

- ’Sum over all commodities’ (commodites 1-4),

which sums up all entries within Japan’s 4 × 4 commodity block in the basic price sheet. In
contrast,

[1 : 1, 1 : 1, 3 : 3, 2 : 2, 1− 4, 3 : 3, 2 : 2, 4− 4 ∼ 5] (27)

could denote

- 2000 (1st year counted from base year 2000),

- Valuated in basic prices (valuation 1),

- Originating in Japan (country 3),

- As the commodity (entity 2)

- ’Sum of all commodities’ (commodities 1-4),

- Destined for consumption in Japan (country 5),

- In any of the commodities (entity 1)

- ’Sum of all commodities, correlated to dimension 5’ (commodites 1-4).

which only adds up the elements of the main diagonal of Japan’s 4× 4 commodity block in the
basic price sheet. Depending on how many of the 8 operators are ’:’, ’−’, ’;’, ’,’, and ’∼’, one
meta-command can address a varying number of MRIO subsets.

3.6.3 Stacking up Constraints Blocks

Each constraint line in a meta-command list (see Section 3.6.1) results in a block component of
the contraints matrix G that has the full number of columns, but varying numbers of rows, for
example depending on whether a bock of elements are addressed one-by-one, or whether a sum
is addressed, etc. The entire G can be assembled by simply looping through all constraint lines,
and appending each block underneath what is already there.

3.6.4 Constructing c and σc

As with the constraint blocks (Section 3.8), the vectors c and σc are constructed by successively
appending values and standard deviation of constraint block components.

- LNx adds Σc,i = xci (linear);

- LG adds Σc,i = ln(ci) (logarithm);

- PWxEXy adds Σc,i = xcyi (power / part of polynomial);

- CNx adds Σc,i = x (constant);

- MXxMNy undertakes a regression of a data set in the form LGaCNb, on the basis of x
being the relative standard error (RSE) of the maximum of the set, and y the RSE of the
minimum of the data set (compare Lenzen et al. 2010b; Wiedmann et al. 2008).
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3.7 Example: Meta-Script

The following example covers a range of typical constraints for Example 2.2.

3.7.1 The hierarchy trees

The hierarchy tree structure was defined as shown in Section 3.5.

3.7.2 The Meta-Command Sheet

All constraints are listed in a meta-command sheet (Figure 21).

In addition to the meta commands, this sheet contains switches (”Y” and ”N”) for turning on
and off the constraints, a sequential numbering index, and an integer representing the number
of parts in a compound constraint. Note that if a constraint contains more than one part, all
parts must address the same number of elements, so that the constraint parts can be overlaid
(see Section 3.6.3).

3.7.3 Defining the Initial Estimate

Before any constraints can be imposed on an MRIO table to be constructed, an initial estimate
has to be defined. The meta-command below serves this purpose (Table 5), and we will now go
through its constituents from left to right.

Columns 1-10:

1 Incl # Parts Value Pre-map Post-map S.E. Pre-map Post-map

IE Y 1 1 I E MX1;MN10;CN1e+3;

Columns 11-19:

Coef 1 Years Margins from country entity of sector to country entity of sector

A <data filename> 1 1 4 1 1:e 1 1 1:e

Table 5: A meta command defining a part of an initial estimate

1. Descriptive label, here “IE” for “Initial Estimate”.

2. “Y” in order to turn this constraint on.

3. A sequential number, here constraint #1.

4. The number of parts in the entire command, here 1

5. A label “I” indicating that this command populates the initial estimate.

6. and 7. Empty; these fields will be explained later.

8. filename

9. and 10. empty; these fields will be explained later.
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11. “A” command signifying that what follows is a file reference to all values addressed in this
meta-command. <data filename> is a placeholder for a path to a folder containing the
data.

12. The initial estimate year “1”= 2000.

13. The valuation, here 1, or basic prices.

14. The country of origin, here 4, or the Rest of the World.

15. The entity of origin, here 1, or industries. Note that the tree structure (Section 3.5) does
not allow a value larger than 1 in this case. Rest of the World is represented by a single
sector. Any entry in this field larger than one will lead to this meta-command being
ignored.

16. The sectors of origin, here 1:e, meaning “for all sectors from the first to the last”. Once
again, the tree structure specifies the RoW with only 1 sector, and AISHA interprets e=1,
and sets this field to 1:1 = 1.

17. The country of destination, here 1, or Australia.

18. The entity of destination, here 1, or industries.

19. The sectors of destination, here 1:e=1:3, that is all Australian industry sectors (see Table
1).

The entire meta-command requires 3 data values, and indeed the data file <data filename>
contains [1.34E+07 1.03E+07 1.25E+07].

The meta-command described in the previous paragraph dealt with trade from the Rest of the
World to Australia, which represents one block in the schematic MRIO in Figure 3. Our example
MRIO contains 139 such blocks:

- 1 domestic + 3 imports intermediate transaction blocks for 3 countries for 5 valuations
(4x3x5=60)

- 1 domestic + 3 imports final transaction blocks for 3 countries for 5 valuations (4x3x5=60)

- 3 countries’ export blocks to the Rest of the World (no domestic transactions) for 5 valu-
ations (3x5=15)

- 3 countries’ value-added blocks at basic prices (3)

- Australia’s supply matrix at basic prices (1)

Hence our meta-command list contains commands that read in the data for the initial estimate
in 139 steps from 139 separate files

Long meta-command lists are helpful because they are explicit and detailed in documenting what
parts of the MRIO are being addressed by which data. However, for the experienced AISHA
user such long lists may become a hinderance, and for such cases there exists the possibility
to read in an initial estimate and its standard deviations using only one meta-command (Table
6). In this case, the initial estimate has been prepared in a previous run of AISHA and it is
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Columns 1-7:

1 Incl # Parts Value Pre-map Post-map

Initial Estimate (S4 structure) Y 1 1 I

Columns 8-11:

S.E. Pre-map Post-map Coef 1

<filename> S4 <IE data filename>

Table 6: Meta Command for S1 Initial Estimate. Columns 12-19 are empty for the S1 initial
estimate meta command.

available as an S1- ,S4-, or S8-file (Section 3.2.2).

If instead of an S1, S4 or S8 command, a B1, B4 or B8 command is used, the sparse file is
stored in binary format. An alternative to specifying standard deviations of the initial estimate
through a formula (E command), these can be read in directly using the label ’S’ (Table 7).

Once again, any sparse or binary sparse format can be used.

Columns 1-6:

1 Incl # Parts Value Pre-map

Standard Deviation of Initial Estimate (S1 structure) Y 2 1 S

Columns 7-11:

Post-map S.E. Pre-map Post-map Coef 1

<filename> S4 <SD data filename>

Table 7: Meta Command for S1 Standard Deviations of S1 Initial Estimate. Columns 12-19 are
empty for the S1 standard deviation of initial estimate meta command.
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4 Conclusions

This paper describes a tool called AISHA for constructing contigency tables. Contingency ta-
bles are essentially tables of counts. They are used to record variables (observations, subjects
or measurements) into a number of categories. Examples for contingency tables that are often
used to describe economies, and that are therefore also regularly published by national statis-
tical agencies, are input-output tables (recording money transactions between industry sectors
of economies), Social Accounting Matrices (recording money transactions between entities of
a society) and satellite accounts (recording for example resource use, pollutant emissions and
workforce population of industry sectors).

The entries of contingency tables are often subject to contraints. For example, most statistical
bureaux use an optimisation method called RAS in order to balance their national input-output
tables. Many researchers resort to optimisation tools in order to create their own specialised
tables, often involving a substantial amount of money, time and human resources. To make
these tasks easier, faster and less expensive is, in essence, the purpose of AISHA.

The first part (Section 2) focuses on the methodology of AISHA. Contingency tables are con-
structed from raw data which usually originate from a number of data sources. Additionally,
elements of contingency tables may be subject to constraints, which usually lead to a reconcilia-
tion problem which can be interpreted as a undertermined optimisation problem. Constructing
such a constrained table requires preparing the constraint information so that it can be in-
terpreted by an optimisation algorithm, which then solves a optimisation problem. In order
to achieve this goal, the original 8-dimensional representation of the contingency table is vec-
torised. Using the vectorised representation of the contingency table yields a matrix-by-vector
notation for the constrained contingency table. Solving the optimisation problem then yields a
contingency table which adheres to the contraints.

The second part (Section 3) presents the Matlab-based AISHA-tool which performs the method-
ology to construct a contingency table as presented in Section 2. The user has control over fea-
tures that AISHA offers, AISHA’s workflow and operational modes by using the graphical user
interface (AISHA-GUI). As input data, the tool requires information about the dimensions of
the contingency table (the so-called tree structure), data files that hold initial estimate data and
constraint data, and a file containing commands to define the initial estimate and the contraints
of the contingency table formulated in a special meta-language. These meta-commands address
individual elements or blocks of elements within the contingency table by using the initial 8-
dimensional structure. Using these input data, AISHA then constructs the initial estimate of
the contingency table, formulates the constraints and prepares the input data for the optimiser.
The tool then solves the optimisation problem using state-of-the-art optimisers and exports the
results into a designated directory. Hence, AISHA faciliates all steps required to build a contin-
gency table from initial estimate data and constraint optimisation. AISHA is the first tool of its
kind for this kind of application. Examples of meta-commands applied to a highly-aggregated
multi-region input-output (MRIO) table containing three countries are given in the appendix.

The version of AISHA presented in this paper is intended for stand-alone windows-based com-
puter systems such as desktop computers or laptops. The tool is under constant development
and current research includes designing a unix-based version of AISHA which has the capability
to run in parallel on cluster-systems in order to improve efficiency, speed, and size of the result-
ing contingency table. The aim is to design a tool that is able to construct a time series of large
contingency tables such as a series of global MRIO tables at a very high sector level according
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to the methodology presented in Section 2. Due to the size and hardware requirements, the op-
timisation algorithm for large problems will be a parallel algorithm executed on super computer
systems.
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A Examples for Meta Commands

This section presents a number of meta commands and explains their impact on the MRIO table
of Example 2.2. We need to use abbreviations for the sector names used in Example 2.2 which
are defined in Table 8.

Country Sector Abbreviation

AUS

Industry Sector 1: Primary, manufacturing and utilities Aus I1

Industry Sector 2: Trade and transport Aus I2

Industry Sector 3: other services Aus I3

Commodity Sector 1: Primary, manufacturing and utilities Aus C1

Commodity Sector 2: Trade and transport Aus C2

Commodity Sector 3: other services Aus C3

Value Added Sector 1 Aus VA

DEU

Industry Sector 1: Primary, manufacturing and utilities Ger I1

Industry Sector 2: Services Ger I2

Value Added Sector 1 Ger VA

JPN

Commodity Sector 1: Primary industries Jpn C1

Commodity Sector 2: Manufacturing and utilities Jpn C2

Commodity Sector 3: Trade and transport Jpn C3

Commodity Sector 4: Other services Jpn C4

Value Added Sector 1 Jpn VA

Table 8: Abbreviations for sector names of Example 2.2

In this section we will showcase the use of AISHA on Example 2.2 by subsequently adding
constraints to the MRIO. In each of the following sections, we will add constraints while keeping
the constraints of all previous sections in the problem. The resulting MRIO of each run is
presented by three sheets.

1. Basic Price Table. The basic price table of the MRIO.

2. Margin Sheet. The sum of the trade margin sheet and the transport margin sheet.

3. Net Tax. The sum of the taxes on products sheet and the subsidies on products sheet.

For each section, we will showcase one newly-introduced meta-command and mark the elements
that are affected by the meta-command in the result tables.

All values in the tables of this section are displayed in billion US$.
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A.1 Defining the Initial Estimate

The initial estimate is read from csv files. One of the meta-commands defining the initial
estimate file is presented in Table 9.

Columns 1-10:

1 Incl # Parts Value Pre-map Post-map S.E. Pre-map Post-map

IE Y 1 1 I E LR-0.42125;CR10;CN1e+3;

Columns 11-19:

Coef 1 Years Margins from country entity of sector to country entity of sector

A <data filename> 1 1 2 1 1:e 1 1 1:e

Table 9: A meta command defining a part of the initial estimate

This meta-command addresses a certain block in the MRIO table (the elements of this block
are shaded grey in Table 10) and defines the initial estimate for these elements to be read from
the file defined in the “Coef 1”-column of the meta-command. The prefix “A” indicates that
the data intended for the addressed elements has to be read from the file specified by <data
filename>.
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Basic Price Table (Sheet 1)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1 210.0 3.866 7.407

Aus I2 10.91 167.6 14.08

Aus I3 5.901 6.123 297.6

Aus C1 73.93 21.43 24.61 0.461 0.114 3.917 9.883 0.574 0.253 39.78 76.68 0.271 1.004

Aus C2 25.72 36.53 28.43 0.008 0.029 0.002 0.081 0.284 0.151 7.343 94.32 0.003 0.428

Aus C3 22.44 34.66 64.54 0.034 0.074 0.006 0.175 0.570 0.305 14.88 235.7 0.014 0.864

Ger I1 0.306 0.091 0.141 426.7 218.2 0.493 5.452 0.493 1.119 388.1 0.290 404.8 5.435

Ger I2 0.304 0.443 0.548 231.0 529.3 0.007 1.325 0.712 0.487 194.3 1.076 1497 2.819

Jpn C1 0.063 0.009 0.017 0.166 0.057 21.21 54.54 36.55 21.11 2.799 0.033 0.066 76.54

Jpn C2 0.436 0.109 0.189 5.409 3.098 27.21 969.5 158.4 392.8 321.9 0.517 6.958 751.3

Jpn C3 0.233 0.349 0.431 0.165 0.557 22.93 231.9 236.2 241.1 12.12 0.837 0.068 1065

Jpn C4 0.455 0.682 0.841 0.778 1.721 15.63 302.5 277.2 536.5 24.28 1.631 0.178 2622

RoW 12.79 10.41 12.93 189.7 114.1 27.71 168.4 39.00 31.69 27.40 153.1 177.4

Aus VA 101.8 101.9 206.7

Deu VA 504.1 1418

Jpn VA 100.7 976.5 1046 2480

Margin Sheet (Sheet 2 + Sheet 3)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1

Aus I2

Aus I3

Aus C1 11.02 5.937 6.183 0.089 0.039 0.130 0.782 0.099 0.087 9.703 33.89 0.102 0.320

Aus C2 -11.70 -6.388 -6.416 -0.096 -0.046 -0.131 -0.800 -0.141 -0.111 -10.84 -34.49 -0.105 -0.387

Aus C3 0.019 0.065 0.067 0.006 0.008 0.001 0.018 0.042 0.023 1.134 0.458 0.003 0.067

Ger I1 0.023 0.011 0.021 50.61 50.15 0.021 0.153 0.027 0.198 21.14 0.031 189.9 0.156

Ger I2 -0.023 -0.011 -0.021 -50.61 -50.15 -0.021 -0.153 -0.027 -0.198 -21.14 -0.031 -189.9 -0.156

Jpn C1 0.000 0.000 0.000 6.145 19.74 16.46 8.409 0.001 0.000 0.000 54.00

Jpn C2 0.061 0.006 0.018 1.380 0.983 7.764 153.8 46.41 99.90 111.8 0.106 1.967 492.2

Jpn C3 -0.098 -0.060 -0.085 -1.468 -1.156 -14.03 -177.7 -65.81 -118.2 -113.7 -0.237 -1.977 -568.7

Jpn C4 0.036 0.054 0.067 0.089 0.173 0.052 1.827 0.996 2.615 1.898 0.130 0.010 5.890

RoW -0.370 -0.301 -0.374 -5.490 -3.302 -0.802 -4.872 -1.129 -0.917 -0.793 -4.430 -5.132

Aus VA

Deu VA

Jpn VA

Net Tax (Sheet 4 + Sheet 5)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1

Aus I2

Aus I3

Aus C1 0.218 1.815 0.390 0.000 0.000 0.004 0.010 0.004 0.001 0.240 0.001 0.013

Aus C2 -0.180 -0.029 0.007 0.025 0.080 0.041 0.473 1.252 0.880 0.055 0.021 3.709

Aus C3 0.360 0.605 2.203 0.055 0.176 0.091 1.041 2.760 1.938 0.201 0.045 8.172

Ger I1 0.033 0.027 0.036 0.045 0.348 0.003 0.037 0.075 0.054 0.330 1.059 0.277

Ger I2 0.065 0.059 0.098 0.063 0.381 0.009 0.107 0.272 0.191 0.398 1.310 0.840

Jpn C1 0.003 0.003 0.004 0.002 0.005 -0.020 0.012 0.084 0.015 0.032 0.002 0.233

Jpn C2 0.061 0.057 0.062 0.025 0.073 0.027 0.082 0.585 0.162 0.771 0.092 2.542

Jpn C3 -0.047 -0.044 -0.073 -0.033 -0.106 -0.026 -0.031 -0.002 0.023 -0.108 -0.027 0.688

Jpn C4 0.097 0.091 0.151 0.071 0.222 0.045 0.118 0.218 0.725 0.238 0.062 2.181

RoW 0.287 0.165 0.168 0.094 0.130 0.007 0.065 0.038 0.041 -0.460 0.221 0.085

Aus VA

Deu VA

Jpn VA

Table 10: The initial estimate for Example 2.2.
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A.2 Using “:” and “-” meta-commands for balancing constraints

One of the meta-commands defining the balacing constraints that ensure the correct row/column-
balance is presented in Table 11.

Columns 1-10:

1 Incl # Parts Value Pre-map Post-map S.E. Pre-map Post-map

m1 balancing Aus & Aus Y 5 1 0 0

Columns 11-19:

Coef 1 Years Margins from country entity of sector to country entity of sector

1 1 2 1 1-e 1-e 1 [1;3] 1:e

Table 11: A meta command defining a balancing constraint

This meta-command presents the use of the “:” and “-” operators within balancing constraints.
The aim of this constraint is to ensure that the column sums of domestic elements of country
1 (Australia) equal zero. The last column entries of the meta command (1, [1;3] 1:e) ensure
that the sums defined in columns 14, 15, 16 are applied to each of the columns addressed by (1,
[1;3] 1:e). Sine Australia has 3 industry sectors and 1 final demand sector, this meta-command
defines four constraint lines g for the constraints matrix G. The elements addressed by this
meta-command are shaded grey in Table A.2.
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Basic Price Table (Sheet 1)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1 221.5 4.009 8.010

Aus I2 11.63 175.7 15.39

Aus I3 6.235 6.361 322.4

Aus C1 70.09 20.10 23.29 0.464 0.115 3.639 9.164 0.545 0.242 37.74 72.75 0.257 0.952

Aus C2 24.80 34.85 27.37 0.008 0.029 0.002 0.076 0.274 0.147 7.086 91.02 0.003 0.413

Aus C3 20.75 31.71 59.57 0.034 0.072 0.005 0.158 0.528 0.285 13.77 218.1 0.013 0.800

Ger I1 0.288 0.084 0.133 426.7 217.0 0.455 5.020 0.465 1.063 365.7 0.274 381.4 5.121

Ger I2 0.288 0.415 0.518 232.3 529.3 0.006 1.227 0.675 0.466 184.1 1.020 1418 2.670

Jpn C1 0.064 0.010 0.017 0.180 0.062 21.21 54.44 37.36 21.75 2.859 0.034 0.067 78.17

Jpn C2 0.446 0.110 0.193 5.875 3.347 27.26 969.5 162.3 405.5 329.4 0.529 7.120 768.8

Jpn C3 0.233 0.345 0.429 0.175 0.588 22.43 226.4 236.2 243.0 12.11 0.837 0.068 1064

Jpn C4 0.451 0.668 0.831 0.819 1.800 15.17 293.0 275.0 536.5 24.07 1.617 0.177 2599

RoW 12.78 10.29 12.90 201.4 120.5 27.13 164.5 39.04 31.97 27.40 153.1 177.4

Aus VA 101.7 100.8 206.2

Deu VA 535.1 1497

Jpn VA 98.58 954.3 1047 2502

Margin Sheet (Sheet 2 + Sheet 3)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1

Aus I2

Aus I3

Aus C1 11.34 6.124 6.264 0.089 0.039 0.130 0.782 0.099 0.087 9.703 33.96 0.102 0.320

Aus C2 -11.36 -6.192 -6.332 -0.096 -0.046 -0.131 -0.800 -0.141 -0.111 -10.84 -34.42 -0.105 -0.387

Aus C3 0.019 0.067 0.068 0.006 0.008 0.001 0.018 0.042 0.023 1.134 0.458 0.003 0.067

Ger I1 0.023 0.011 0.021 50.61 50.15 0.021 0.153 0.027 0.198 21.14 0.031 189.9 0.156

Ger I2 -0.023 -0.011 -0.021 -50.61 -50.15 -0.021 -0.153 -0.027 -0.198 -21.14 -0.031 -189.9 -0.156

Jpn C1 0.000 0.000 0.000 0.000 0.000 6.160 19.88 16.71 8.669 0.001 0.000 0.000 54.81

Jpn C2 0.061 0.006 0.018 1.380 0.983 7.784 154.8 47.11 103.1 111.8 0.106 1.967 499.5

Jpn C3 -0.098 -0.060 -0.085 -1.468 -1.156 -14.00 -176.5 -64.83 -114.5 -113.7 -0.237 -1.977 -560.3

Jpn C4 0.036 0.054 0.067 0.089 0.173 0.052 1.839 1.011 2.698 1.898 0.130 0.010 5.978

RoW 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Aus VA

Deu VA

Jpn VA

Net Tax (Sheet 4 + Sheet 5)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1

Aus I2

Aus I3

Aus C1 0.466 2.136 0.417 0.000 0.000 0.005 0.013 0.004 0.001 0.240 0.001 0.013

Aus C2 0.000 0.000 0.041 0.053 0.168 0.081 0.918 2.493 1.765 0.055 0.021 3.709

Aus C3 0.361 0.601 2.227 0.059 0.188 0.090 1.026 2.785 1.972 0.201 0.045 8.172

Ger I1 0.059 0.051 0.076 0.089 0.422 0.007 0.079 0.188 0.135 0.330 1.059 0.277

Ger I2 0.178 0.163 0.273 0.098 0.423 0.025 0.287 0.770 0.545 0.398 1.310 0.840

Jpn C1 0.003 0.003 0.004 0.002 0.005 0.007 0.023 0.095 0.016 0.032 0.002 0.233

Jpn C2 0.102 0.094 0.125 0.058 0.173 0.053 0.107 0.697 0.176 0.771 0.092 2.542

Jpn C3 0.074 0.069 0.115 0.056 0.178 0.002 0.005 0.012 0.037 -0.108 -0.027 0.688

Jpn C4 0.099 0.092 0.154 0.077 0.240 0.045 0.118 0.221 0.743 0.238 0.062 2.181

RoW 0.287 0.163 0.167 0.100 0.137 0.007 0.063 0.038 0.041 -0.460 0.221 0.085

Aus VA

Deu VA

Jpn VA

Table 12: The MRIO of Example 2.2 after introducing balancing constraints. The grey elements
of the MRIO are affected by the balancing constraint in Table 11
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A.3 Specifying the right-hand side

One of the meta-commands specifying the right hand side of a constraint is presented in Table
13.

Columns 1-10:

1 Incl # Parts Value Pre-map Post-map S.E. Pre-map Post-map

Define right-hand side Y 88 1 <file name> 5.80E-04 E LR-0.22688;CR5;

Columns 11-19:

Coef 1 Years Margins from country entity of sector to country entity of sector

1 1 4-5 1 2 1-e 1 1 1-e

Table 13: A meta command defining a balancing constraint

This meta-command defines a sum over several elements of the MRIO (these elements are shaded
grey in Table 14). The right-hand-side value for this sum is read from a file which is specified
in the “Value”-column of the meta command.
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Basic Price Table (Sheet 1)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1 221.5 4.009 8.010

Aus I2 11.63 175.7 15.39

Aus I3 6.235 6.361 322.4

Aus C1 70.09 20.10 23.29 0.464 0.115 3.639 9.164 0.545 0.242 37.74 72.75 0.257 0.952

Aus C2 24.80 34.85 27.37 0.008 0.029 0.002 0.076 0.274 0.147 7.086 91.02 0.003 0.413

Aus C3 20.75 31.71 59.57 0.034 0.072 0.005 0.158 0.528 0.285 13.77 218.1 0.013 0.800

Ger I1 0.288 0.084 0.133 426.7 217.0 0.455 5.020 0.465 1.063 365.7 0.274 381.4 5.121

Ger I2 0.288 0.415 0.518 232.3 529.3 0.006 1.227 0.675 0.466 184.1 1.020 1418 2.670

Jpn C1 0.064 0.010 0.017 0.180 0.062 21.21 54.44 37.36 21.75 2.859 0.034 0.067 78.17

Jpn C2 0.446 0.110 0.193 5.875 3.347 27.26 969.5 162.3 405.5 329.4 0.529 7.120 768.8

Jpn C3 0.233 0.345 0.429 0.175 0.588 22.43 226.4 236.2 243.0 12.11 0.837 0.068 1064

Jpn C4 0.451 0.668 0.831 0.819 1.800 15.17 293.0 275.0 536.5 24.07 1.617 0.177 2599

RoW 12.78 10.29 12.90 201.4 120.5 27.13 164.5 39.04 31.97 27.40 153.1 177.4

Aus VA 101.7 100.8 206.2

Deu VA 535.1 1497

Jpn VA 98.58 954.3 1047 2502

Margin Sheet (Sheet 2 + Sheet 3)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1

Aus I2

Aus I3

Aus C1 11.34 6.124 6.264 0.089 0.039 0.130 0.782 0.099 0.087 9.703 33.96 0.102 0.320

Aus C2 -11.36 -6.192 -6.332 -0.096 -0.046 -0.131 -0.800 -0.141 -0.111 -10.84 -34.42 -0.105 -0.387

Aus C3 0.019 0.067 0.068 0.006 0.008 0.001 0.018 0.042 0.023 1.134 0.458 0.003 0.067

Ger I1 0.023 0.011 0.021 50.61 50.15 0.021 0.153 0.027 0.198 21.14 0.031 189.9 0.156

Ger I2 -0.023 -0.011 -0.021 -50.61 -50.15 -0.021 -0.153 -0.027 -0.198 -21.14 -0.031 -189.9 -0.156

Jpn C1 0.000 0.000 0.000 0.000 0.000 6.160 19.88 16.71 8.669 0.001 0.000 0.000 54.81

Jpn C2 0.061 0.006 0.018 1.380 0.983 7.784 154.8 47.11 103.1 111.8 0.106 1.967 499.5

Jpn C3 -0.098 -0.060 -0.085 -1.468 -1.156 -14.00 -176.5 -64.83 -114.5 -113.7 -0.237 -1.977 -560.3

Jpn C4 0.036 0.054 0.067 0.089 0.173 0.052 1.839 1.011 2.698 1.898 0.130 0.010 5.978

RoW 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Aus VA

Deu VA

Jpn VA

Net Tax (Sheet 4 + Sheet 5)

Aus
Deu Ind Jpn Com RoW

Aus Deu Jpn

Ind Com FD FD FD

Aus I1

Aus I2

Aus I3

Aus C1 0.466 2.136 0.417 0.000 0.000 0.005 0.013 0.004 0.001 0.240 0.001 0.013

Aus C2 0.000 0.000 0.041 0.053 0.168 0.081 0.918 2.493 1.765 0.055 0.021 3.709

Aus C3 0.361 0.601 2.227 0.059 0.188 0.090 1.026 2.785 1.972 0.201 0.045 8.172

Ger I1 0.059 0.051 0.076 0.089 0.422 0.007 0.079 0.188 0.135 0.330 1.059 0.277

Ger I2 0.178 0.163 0.273 0.098 0.423 0.025 0.287 0.770 0.545 0.398 1.310 0.840

Jpn C1 0.003 0.003 0.004 0.002 0.005 0.007 0.023 0.095 0.016 0.032 0.002 0.233

Jpn C2 0.102 0.094 0.125 0.058 0.173 0.053 0.107 0.697 0.176 0.771 0.092 2.542

Jpn C3 0.074 0.069 0.115 0.056 0.178 0.002 0.005 0.012 0.037 -0.108 -0.027 0.688

Jpn C4 0.099 0.092 0.154 0.077 0.240 0.045 0.118 0.221 0.743 0.238 0.062 2.181

RoW 0.287 0.163 0.167 0.100 0.137 0.007 0.063 0.038 0.041 -0.460 0.221 0.085

Aus VA

Deu VA

Jpn VA

Table 14: MRIO table of Example 2.2 with additional constraints. The grey shaded values are
addressed by the meta-command given in Table 13
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