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Abstract

The input-output (I-O) models rely on data for a certain year. This issue causes instability in I-O coefficients that limits them to be used for long time prediction. This paper aims to propose an approach to calculate I-O coefficients through econometric model. To this end, using Cobb-Douglas production function assumption for sectors, time-series I-O tables are employed as database. The I-O tables of Iran for different years during 1991 to 2010 are employed as database of the research. The stability of the I-O coefficients during several years is an advantage of the proposed approach. Another advantage of the proposed approach concerns to testability of the estimated coefficients.
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Introduction

The I-O models rely on data for a certain year. These data may be influenced by many events occurred during the year. Hence, stability of I-O coefficients is taking into account as one of the most important points that would be considered. 

 To this end, stability of the I-O coefficients have been considered in some studies. Okuyama et al. (2002) examined the stability of a certain or a set of I-O coefficients by means of econometric I-O model of Chicago. Investigation the stability of I-O coefficients for Leontief and Gosh models has been carried out by Wood (2011). 

It should be mentioned, there are several reasons for instability of the I-O coefficients during time. For instance, technological progress is one of these factors affects on the I-O coefficients. Change in the price of intermediate or primary inputs is another factor affects on these coefficients due to substitution among intermediate or primary inputs. Variation in weather condition takes into account as one other factor to influence these coefficients especially through some production sectors such as agriculture, husbandry, forestry and other sectors dependent to natural resources. Disaggregation of sectors is also another factor of instability of the I-O coefficients that was addressed in Sevaldson (1988) study. 

These factors lead to instability in the I-O coefficient during a period. For instance, according to Sawyer (1992) study for 64 major coefficients for goods-producing industries in a set of 27 annual I-O matrices for Canada, the majority have time trends with autocorrelation deviations from trend. So it was recommended that this time series behavior of the I-O coefficients to be taken into account when are employed for forecasting purpose.

This shortage has limited the implementation of the I-O models. It prevents the I-O models to be employed for long term estimation. Due to this shortage, time series Supply and Use Tables (SUTs) that are the basis for I-O tables are constructed in many countries such as EU, USA and Australia (Lal 2000, Australian Bureau of Statistics 2006, Yang 2013, Kratena et al. 2013 and Bureau of Economic Analysis 2014). To this end, some methods have been proposed to update the I-O tables: A disaggregated econometric macro-model was used by Kratena and Zakarias (2004) to updating the I-O coefficients of the Australian economy. An I-O table adjustment method was proposed through mathematical programming based on the hypothesis of stable structural evaluation by Tarancon and Rio (2005). The econometric cross entropy method was also suggested by Özçam (2009) for revising and updating the technical production I-O coefficients of Turkey. 

Moreover, due to this deficit, two groups of attempts have been carried out: An integrated econometric with I-O model was implemented in a group of studies. Seguy and Ramirez (1975) integrated an I-O matrix in a macro-econometric model for technological change simulating policies of the Mexican economy. Using an econometric I-O model proposed by Israilevich et al. (1997), the direction of structural change for the Chicago metropolitan region was forecasted. An econometric I-O model has been used by Donaghy et al. (2007) to examine the impacts of unexpected events over time. A fully interregional dynamic econometric long-term I-O model has also been constructed for the EU27 (Kratena et al. 2013). 

The other attempts implemented the SUTs as database of econometric models. An econometric model using SUTs as database was proposed by Kratena and Streicher (2009). Using this model, the SUTs was employed in Kratena et al. (2009) and Neuwahl et al. (2009) studies for a set of policies and socio-demographic scenarios analysis as well. 

To remove instability of the I-O multipliers, a Monte Carlo framework was employed by Roland-Holst (1989). This study was based on five social accounting matrices for Botswana, Korea and three different aggregation tables for U.S for a certain year. Hence, the events of other year are not consider in their multipliers. However, according to his study, the level of stability is mainly dependent to the structure of economy and specially the size of samples in the Monte Carlo method. 
Using time series I-O tables for different years, this paper proposes an approach to estimate relevant multipliers that allow the researchers to estimate the I-O coefficients for long time forecasting. It should be mentioned, the estimated coefficients can be employed both for non-linear supply-driven I-O model as proposed by Sharify (2014) and the Leontief linear demand-driven model directly. Since the proposed approach employs the I-O tables of different years, it is expected the coefficients be independent to the events occurred during a certain year. Hence, an advantage of the proposed I-O coefficients compared with other ones concerns to their stability during different years. This characteristic enables the I-O coefficients to be used for future years. In addition, using the econometric model allows the researchers to test the validity of I-O coefficients. Thus, testability of the I-O coefficient takes into account as another advantage of the proposed approach that remove an essential criticize from the I-O models. 


The paper contains four sections. Section two describes the proposed approach through two subsections. Using the I-O relationship, the first subsection prepares the econometric model. The second subsection explains the econometric model to estimate the I-O coefficients. In section three, the I-O database of the research as well as data preparation for econometric model are introduced. We estimate the econometric model with respect to I-O tables of Iran for the years 1991 to 2010. The I-O coefficients are calculated through associated relationship. Finally, the conclusion section ends the paper.  

The Model

I-O Relationship

A Cobb-Douglas production function is employed for sectors. Using the Sharify (2014) model in terms of non-linear input-output function, the production function of sectors is decomposed: 
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X

refers to transaction between sector i to j, Vj  refers to the size of primary factor in sector j, Mj refers to the level of products of sector j that is defined by the inputs, 
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refers to the share of primary factor in total inputs of sector j and 
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refers to the technical coefficient in which:  
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where Qj denotes the total input of sector j.

The undefined part of total inputs of sector j is introduced in equation (3):  
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The logarithmic form of production function of sector j can be calculated using equation (3) with respect to equation (1):  
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To have a relationship with other sectors, 
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, the direct coefficient of consumption of products is introduced: 
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where Qi refers to total output of sector i.

Using equation (5), equation (4) can be rewritten with as follows: 
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Similarly, equation (6) can be developed for all sectors: 
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Equation (7) can be shown as matrix form:
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Thus: 
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where  
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Equation (9) is rewritten into multiplying form to change into CD function.
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S1, S2 and Sn are concerned to sectors 1, 2 and n, respectively. 

Using the input-output tables of different years, S1, S2 and Sn are calculated for these years. Thus, as explained in next subsection, cij the elements of C is estimated by econometric technique.   
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The result of econometric estimation for cij can be employed for non-linear supply-driven I-O model that is introduced in equation (10). In addition, as it is shown in equation (12), with respect to the value of 
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 the transpose of C can be employed for Leontief linear demand-driven I-O model: 
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Econometric Model


The econometric model is employed to estimate the model. Log Q1 to log Qn are considered as dependent variables, whereas log S1 to log Sn are considered as explanatory variables of the model. The Log Qis are regressed on explanatory variables to estimate the related coefficients. 

The size of Durbin_Watson indexes of the model are measured for autocorrelation problem. A Durbin_Watson less than 2 indicates to autocorrelation problem of regressions. This problem of the model is eliminated through change of variables as follows:
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DC represents for differenced variable.

Thus: 
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is the correlation coefficient among errors terms that is calculated through 
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 equation. The error terms of ets are calculated through regression of the initial model. For instance:
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Considering the variable change in equations (13) and (14), we can write the regression model as follows:
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Now, we can estimate the parameters of model (17) without worrying about autocorrelation problem. 

The Empirical Results


To test the implementation of the model, it is examined by a real data of Iran. The SUT of Iran for the year 2001 that is the latest survey based I-O table of the country is considered as database of the research (Input–Output Table for the year 2001–2002 (2006)). These tables are employed to prepare a 99×99 sectors by sectors I-O table. 


The value of products, intermediate expenditures and value added of sectors for the years 1991 to 2010 are available from Central Bank of I. R. Iran
. The necessary data in terms of final demand components are available from Statistics Center of Iran
. These data as well as the above I-O table are aggregated to meet a five sectors symmetric table.


Using the above data, the I-O table of Iran for the year 2001 is updated by RAS method for the years 1991 to 2010. Using equation (10), the S1 to S5 and the Q1 to Q5 of these years are calculated by corresponding I-O tables. These data are employed in econometric model to estimate cij as introduces in equation (9). 


As it is shown in appendix, equation (17) was estimated for sectors 1 to 5. Equations were estimated with and without change of variable. It was demonstrated all equations that were estimated without change of variable have autocorrelation problem. 


Table 1, display the results of estimation of equation (17) for sectors 1 to 5.  These data are estimation of cij as introduces in equation (9). As it is notified in equations (10) and (12), the results can be employed for input-output analyses in linear and nonlinear equations. 

Table 1: The estimation of cij, using the econometric model

	
	ci1
	ci2
	ci3
	ci4
	ci5

	c1j
	0.66
	0
	0
	0
	0

	c2j
	0
	0.69
	0
	0
	0

	c3j
	0
	0
	0
	0
	0

	c4j
	0.47
	0.19
	0.18
	0.17
	0.19

	c5j
	0
	0.31
	1.16
	1.22
	1.14



As it is shown, some coefficients of the sectors are insignificant. For instance, the coefficients concern to log S2, log S3 and log S5 are not significant. However, it seems, this problem that are rare in Leontief inverse matrix can be removed through imposing some constraints in the econometric model in the case more information for i-o tables are available.      

Conclusion

The I-O coefficients suffer from instability due to using cross section data for a certain year. To this end, time series I-O table are prepared to be used for the related year. Non-testability is another deficit of I-O coefficients that is stressed in many resources. To remove these deficits, using the time series I-O tables, this paper proposed an approach to estimate I-O coefficients through econometric technique. 

Stability of the I-O coefficients is an advantage of the proposed approach during several years. Thus, these coefficients can be employed for different years. Using the econometric model allows the researchers to test the validity of I-O coefficients. Hence, testability of the estimated coefficients is another advantage of the proposed approach.
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Appendix
The logarithmic forms of equations have regressed. To remove the autocorrelation problem, the correlation coefficients of equations are employed for change of variable. Thus, the differenced forms of variables are implemented. 
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	0.072348
	-0.031011
	0.9757

	LS3
	-0.176511
	0.220352
	-0.801039
	0.4356

	LS4
	0.134307
	0.108130
	1.242085
	0.2333

	LS5
	1.023905
	0.251763
	4.066946
	0.0010

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.990747
	    Mean dependent var
	11.66950

	Adjusted R-squared
	0.988280
	    S.D. dependent var
	1.226825
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	Sum squared resid
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	Log likelihood
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