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Abstract 
 
From an axiomatic point of view, Kop Jansen and ten Raa (1990) and Rueda-Cantuche and 
ten Raa (2009) singled out the product technology and the fixed industry sales structure 
assumptions as the best two models for the construction of either product or industry input-
output tables, respectively. However, there is one hard to neglect criticism that has prevented 
them for a more widespread use in input-output analysis, i.e. the resulting negative 
coefficients. At this point, this paper proves that under these two assumptions, unbiased and 
consistent backward and forward input-output multipliers can be respectively estimated 
econometrically from supply and use tables instead of from input-output tables. The 
advantages of our econometric approach are twofold, i.e.: not only it circumvents the problem 
of negatives but also provides unbiased multipliers. We hope this paper allows for a more 
general use of the two axiomatically best methods in input-output analysis. As an example, 
this paper analyses the repercussions of the estimated bias in the determination of the key 
sectors of an economy, as postulated by Rasmussen (1956). As shown in the paper, the 
estimated bias may induce to wrongly identify key sectors in the Turkish economy for the 
year 1998. 
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1. Introduction 

Recent contributions in input-output analysis (e.g. Rueda-Cantuche and Amores, 2010) have 

shown that unbiased and consistent backward input-output multipliers can alternatively be 

calculated using supply-use tables and econometric techniques; in contrast to the standard 

Leontief inverse based method. The elements of the Leontief inverse have proven to be biased 

(e.g. Simonovits (1975), Kop Jansen (1994), Dietzenbacher (1995, 2006) and Roland-Holst 

(1989), among others) and therefore, the output multipliers (ten Raa and Rueda-Cantuche, 

2007), too. 

In the input-output literature, backward and forward multipliers are well known and 

mainly used together for the identification of key sectors in an economy (Dietzenbacher 

(2002) and Oosterhaven (1988), among others). Although there is an unsolved controversy 

(Oosterhaven, 1988, 1989; Miller and Lahr, 2001; and Mesnard, 2009) on the methods 

proposed so far in the literature with that purpose, this paper will not discuss this issue but 

rather the consequences of the bias introduced by the use of the Leontief inverse and the 

Ghosh inverse in the Rasmussen’s (1956) approach for the identification of key sectors. We 

do not aim to single out the best method to make such identification but rather to illustrate the 

errors arising from the use of the standard Leontief and Ghosh inverses to do the job. 

Unfortunately, the use of supply-use tables and a similar econometric approach to that 

of Rueda-Cantuche and Amores (2010) in order to estimate unbiased and consistent forward 

input-output multipliers has not been developed yet to allow us completing the Rasmussen’s 

approach for the identification of key sectors. Therefore, this paper fills the gap and presents 

this as its first major contribution. Subsequent findings will raise the issue of the potential use 

of the product technology assumption and the fixed industry sales structure assumption not 

only for the construction of input-output tables but for input-output based impact studies. 

Secondly, we will explore how the estimated bias of backward and forward multipliers will 

affect the identification of key sectors for the Turkish economy in 1998. In addition, this 

paper also generalizes the calculation of backward and forward multipliers from supply-use 

tables and using econometric techniques. 
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The main purpose of the next section is to present briefly the theoretical background of 

the two most commonly and broadly used models in input-output analysis, i.e. the Leontief 

quantity model and the Ghosh price model, which are the basis for the standard calculation of 

backward and forward multipliers, respectively. It will follow a summary discussion on the 

use of them to identify key sectors in an economy brought about by a brief review of the main 

related literature. Then, we will introduce the econometric approach initially proposed by ten 

Raa and Rueda-Cantuche (2007) to estimate unbiased and consistent backward and, as a new 

contribution, forward multipliers. We will discuss briefly the main implications of our 

findings in relation to the use in practice of the product technology assumption and the fixed 

industry sales structure model for input-output impact analysis. A discussion on the effect of 

the estimated bias over the identification of key sectors will follow. Next, the last section 

concludes. 

2. The Leontief quantity model and the Ghosh price model  

Dietzenbacher (1997) considered the following input-output table (IOT) in monetary terms 

for period 0: 

X0 f0 x0 

T
0v  - evT

0  

T
0x  T

0ef   

 

X0 is the n x n matrix of intermediate uses; its typical element 0
ijx  denotes the value (in euros) 

of the deliveries from industry i to industry j, assuming an industry by industry input-output 

table. The column vector f0 can be interpreted as final demand of industry’s outputs including 

private and government consumption, investments and net exports. The row vector T
0v  

provides the value added in each industry, containing, for instance, payments for the labour 

and capital primary factors. The value of each industry output is given by the elements of the 

vector x0 while e denotes the n-dimension column vector of ones. Column-wise, an IOT 

depicts input structures and row-wise, output structures. Since the total value of outputs is 

equal to the total value of inputs, for each industry, the following sets of accounting equations 

can be defined: 
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 000 feXx += , (1) 

 T
00

TT
0 vXex += . (2) 

It follows that the input coefficients are defined as the industry i's input into industry j 

as a fraction of the purchaser's output ( 0
jx ). They are derived as 0 0 0/ij ij ja x x= , or in matrix 

terms, as 1
000
−= x̂XA where 0x̂ stands for a diagonal matrix. Therefore, equation (1) may be 

written as: 

 0000 fxAx += . (3) 

Similarly, the output coefficients denote the industry i's delivery to industry j as a 

proportion of the seller's output ( 0
ix ). These are calculated as 0 0 0/ij ij ib x x=  or, in matrix terms, 

as 0
1

00 Xx̂B −= . As a result, equation (2) may be re-specified as 

 T
00

T
0

T
0 vBxx += . (4) 

From the accounting equations (3) and (4), it is usual to obtain the so called Leontief 

quantity model and the Ghosh price model, respectively. Other models are the Leontief 

price model and the Ghosh quantity model that are not frequently discussed in the input-

output literature except for Dietzenbacher (1997) where the reader can find a more 

comprehensive description.  

Leontief Quantity Model 

Equation (3) relies on the assumption of fixed technical coefficients being the new industry 

output vector (x1) required for an exogenously specified new final demand vector (f1) such 

that, 

 ( ) 1
1

1 fAIx −−= . (5) 

Provided a shock in the physical amount consumed of a bundle of products produced 

by a certain industry, both primarily and secondarily produced, by final users, then the effect 
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on the total output value of the industry output is given by x1. Notice that in the Leontief 

quantity model prices do not change. 

Ghosh Price Model 

Equation (4) rests on the assumption of fixed output coefficients. For a new value 

added vector ( T
'2

v ), the new total output values are obtained by, 

 ( ) 1
0

T
'

T
' 22

−−= BIvx . (6) 

Given a price change in any of the primary factors used (generally speaking, capital 

and labour), then the effect on the output value of the industry output is x2. Notice that in the 

Ghosh price model there is neither change in the amounts of primary factors used nor on the 

goods and services produced.  

From now on, we will refer to backward output multipliers to those obtained from 

Equation (5). For a unitary change in any of the final demand components (f1 = I), the 

backward multiplier will be denoted as the row sums of each column of the Leontief inverse. 

However, for Equation (6), for changes in the value added coefficients due to unitary changes 

in the price of primary factor inputs, the forward output multipliers will be given by the 

column sums of each row of the Ghosh inverse.  

3. Key sector analysis  

3.1 What is a key sector? Why is it useful? 

Hirschman (1958) introduced the concept of the key sector for the very first time. This is a 

transposition of the logic of Schumpeter’s (1912) concept of economic evolution to the 

sectoral level. It has been shown that economies are driven by innovative and adaptable firms, 

whose interaction explains the process of entry and exit of firms. This has been a source of 

long-term increases of productivity (Eliasson, 1991). At the sectorial level, such a scheme is 

represented by ‘propulsive’, ‘leading’ or ‘key’ sectors driving the economy to increases in 

interdependence and income levels (Cuello and Mansouri, 1992). 
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Obviously, the essence of the key sector concept relates itself to the concept of 

unbalanced development. Hirschman (1958) argues that the unbalanced development of main 

final demand sectors will drive the entire economy on the path of efficient growth like that of 

a competitive economy. The countries that have followed Hirschman’s strategy have been the 

most successful in their development policies (these include Japan, Taiwan, and South 

Korea). Unfortunately, the countries for which the approach was first proposed (Latin 

American economies) enacted plans based on other concepts, such as the import substitution 

of basic industries and infrastructure projects. 

However, the key sectors are an issue not only for developing countries. At a time of 

crisis, budgeting for regional development may also play an increasingly important role. 

During a crisis, efficient budgeting for Keynesian policies may benefit from input-output 

information through the identification of narrow key sectors. Moreover, EU regional 

development plans, essential for territorial cohesion policies, may be more efficient if the 

concept of key sectors is taken into account. Even Porter’s (1990) concept of competitive 

advantage is closely related to the strategy of unbalanced development. Essential concepts for 

industrial policy, such as the cluster or value chain, are also closely related to the ideas of key 

sectors and linkages. 

3.2 Multiplier Analysis 

The so-called central input-output equation system offers multiple approaches for analysis 

(Eurostat, 2008): 

 ( ) 1−−= AIcb . (7) 

where A is the technological matrix, the row vector c includes the input coefficients (per unit 

of output) of the selected variables for the analysis (e.g., intermediates, labor, capital, energy, 

emissions) and vector b (backward linkages) shows the direct and indirect requirements (e.g., 

energy, labor, capital) or joint products (emissions) needed (or generated) to produce goods 

and services (Eurostat, 2008) that would satisfy one unit increase in final demand of 

commodities or industry outputs (f1 = I in Equation (5)) . Within this framework, the use of 

input-output systems is generally and often applied in the literature to evaluate environmental 

and employment policies, to productivity analysis, to energy issues, and so on. Notice also 
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that when c = e, where e is a unitary vector of suitable dimension, b refers to output 

multipliers. Eventually, we will denote L = (I–A)-1. As noted before, output b may be 

computed by summing over the rows of L. 

Contrary to backward multipliers, the row sums of the Leontief inverse are a 

traditional but somewhat controversial forward linkage (FL) measure. They are interpreted as 

the impact on sector i’s output of simultaneous unit changes in each and every sector’s final 

demands. This is objected by Jones (1976) for the unrealistic ‘simultaneous unit changes’ 

assumption and by Beyers (1976, p. 231) for having ‘calculated forward linkages on the basis 

of the strength of backward linkages’. Despite the controversies, this FL measure is widely 

supported by many authors (Alauddin, 1986; Haji, 1987; Hewings et al. 1989; Sonis et al. 

2000, etc.). On the contrary, the row sums of the Ghosh inverse (Ghosh, 1958) are suggested 

to replace the Leontief’s approach in estimating FL (Augustinovics, 1970; Beyers, 1976; and 

Jones, 1976). Despite being endorsed by many authors either conceptually or empirically 

(Bulmer-Thomas, 1982; Dhawan and Saxena, 1992; Dietzenbacher, 2002; Miller and Blair, 

2009; Oosterhaven, 1988; Poot, 1991; among others), the Ghosh inverse row sums (as a 

forward linkage measure) are criticized by a few hard to neglect authors (e.g. Cella, 1984), 

who are mainly concerned about the ‘implausibility’ of the Ghosh model (Oosterhaven, 1988, 

1989; Mesnard, 2009). 

Nevertheless, the row sums of the Ghosh inverse are widely used as a standard 

forward linkage measure to capture both direct and indirect effects and this paper will not 

address this issue. Although we are aware that the Ghosh inverse is not free of controversy, it 

is perhaps the least controversial forward linkage measure. In an experimental work (Iráizoz, 

2006), the Ghoshian measures have proven to provide similar results to those obtained by 

hypothetical extraction methods or Cai and Leung (2004). Therefore, we will use in this paper 

the Rasmussen (1956)’s coefficients under a Ghoshian transformation. 

Similarly, we will define another input-output equation system for addressing forward 

multipliers (see the Ghosh price model), i.e.: 

 f = (I–B)-1cT. (8) 
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That is, an increase in the value added coefficients coming from unitary changes in 

factor input prices will generate f amounts of e.g., energy, labor, capital, output or emissions. 

This model is mostly known as the “supply-driven” model since the initial shock is located on 

the value added component of industries (see a more detailed description in Dietzenbacher, 

1997). In Equation (8), B is the Ghosh matrix, the column vector cT denotes the input 

coefficients (per unit of output) of the selected variables for the analysis (e.g., intermediates, 

labour, capital, energy, emissions), and the vector f (forward linkages) shows the direct and 

indirect supply-driven effects (e.g. energy, labour, capital) or joint products (emissions) for 

the newly produced goods and services. Within this framework, the use of input-output 

systems is generally applied to evaluate several kinds of policy impacts due to changes in 

factor prices of inputs and/or taxes (e.g., environmental taxes). Notice also that when c = e, 

then, f refers to output multipliers. We will denote G = (I–B)-1. Similarly, output f may be 

calculated by summing over the columns of G. 

By normalising sector j's backward and forward linkages (elements of b and f) by 

dividing them over the (simple) average of all backward and forward linkages, respectively, it 

can be defined that 

 
∑

=

j
j

j
j bn

1
b

b

, (9) 

 
∑

=

i
i

i
i fn

1
ff

. (10) 

where n is the number of sectors of the economy (also the dimensions of A, B and the 

input-output table, bj is the backward linkage of sector j (the j-th element of vector b), and fi 

stands for the forward linkage of sector i (the i-th element of vector f). Note that we are 

deliberately assuming industry by industry input-output tables in order to continue the 

analysis in terms of key sectors rather than on key commodities. The average value of the 

normalised measures is equal to one such that sectors "above average" (greater than one) will 

have stronger total backward and/or forward linkages while sectors "below average" will have 

exactly the opposite meaning. These indices are known as the "powers of dispersion" 
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according to Rasmussen’s (1956) terminology. Table 1 schematically shows the method 

proposed by Rasmussen (1956). 

 

Table 1. Traditional Multiplier-Based Key Sector Analysis 

 1f >  1f <  

1b >  Key sector Backward-oriented sector 
1b <  Forward-oriented sector Weakly-linked sector 

 

Notwithstanding the simplicity and intuitive approach of the Rasmussen’s 

methodology, we are fully aware that this is not free of criticism. To mention two examples, 

the multiplier/linkage-based key sector analysis provides a rigid classification under which 

only a small distance would separate some sectors (e.g., key sectors) from others (not close 

enough to the threshold) and the final identification of key sectors may even be very sensitive 

to the selected threshold (e.g., simple mean, corrected mean, median, etc.). Ultimately, the 

discussion of these issues is definitely interesting but it clearly falls beyond the scope of this 

paper. 

4. Econometric Approach to Input-Output Multipliers 

4.1 A brief review on stochastic input-output analysis 

The existing literature on stochastic input–output analysis revolves around the analysis of 

transmission of errors under the Leontief inverse. Following Dietzenbacher (2006), a 

stochastic technical coefficients matrix, A, leads to the crucial result that the Leontief inverse, 

L, is positively biased, with input coefficients that are totally independent (Simonovits, 1975), 

biproportionally stochastic (Lahiri, 1983) or moment-associated (Flam and Thorlund-

Petersen, 1985). That is, denote the true value of a stochastic IO matrix A as A0 and that of its 

Leontief inverse L as L0. Assume the expected value of A be equal to A0 as E(A) = A0 

(unbiased technical coefficients). Then, 

 ( ) ( )[ ] [ ]( ) ( ) 0
-1

0
11   E- -E  E LAIAIAIL =−=>= −− . (11) 
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Notice that even if the A matrix is unbiased the derived multiplier matrix (I - A0)-1 –see 

right hand side of the inequality– will not match the true value of L. That would be something 

like: E(L) = L0 + bias (with positive bias). The reader must be aware that L0 does not 

correspond to (I – A0)-1 but to the true value of L. Hence, the difficulty to address the 

unknown true value of E[(I – A)−1] because of its stochastic nature leads IO practitioners to 

use [I−E(A)]−1 instead for a particular case. For instance, Simonovits (1975) assumed: E(A) = 

A0 = At, being At the current available matrix of technical coefficients. This incidentally 

explains why he reported in his work under-estimation of the Leontief inverse while 

Dietzenbacher (2006) reported over-estimation instead. The interested reader should notice 

that even though Dietzenbacher (2006) stated over-estimation and Simonovits (1975) under-

estimation, they were speaking about the same inequality but from two different viewpoints. 

This should not get the reader confused. 

Denote an econometric (unbiased) estimator of the Leontief inverse as Le so that E[Le] 

= L0. Then, it follows that the bias of the standard Leontief inverse can be estimated by Lt - Le, 

provided that it is just an estimation of the true value of the bias, i.e.: E(Lt)−E(Le) (ten Raa and 

Rueda-Cantuche, 2007). 

Alternatively to other stochastic approaches that placed stochastics either directly on 

the input coefficients or on the symmetric input-output tables (not so often), ten Raa and 

Rueda-Cantuche (2007) estimated unbiased estimates of the column row sums of the Leontief 

inverse (backward multiplier estimates) directly from supply and use firms’ data. Their work 

placed stochastics neither on the input coefficients nor on the symmetric input-output tables 

but rather on the total firms’ output and total firms’ employment data used for the compilation 

of the officially published supply and use tables. These authors proposed a single-equation 

econometric model in which the regression coefficients result in the output (and employment) 

backward multipliers obtained through the Leontief inverse, assuming a product technology 

model for the construction of the matrix of technical coefficients, A. The results confirmed the 

positive expected bias on almost all of significant multipliers. 

One of the advantages provided by the econometric approach proposed by ten Raa and 

Rueda-Cantuche (2007) was the quantification of the unbiased estimate of the backward 

input-output multiplier of any kind. Moreover, this approach would allow for the estimation 

of confidence intervals for the backward multipliers and the run of standard hypotheses tests. 
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However, this method is greatly limited by data restrictions at the firm level. Firms’ 

information needs to be carefully used in terms of filling data gaps, imputing values to non-

observed establishments, and having domestic values and transactions at basic prices (once 

deducting net commodity taxes, non-deductible value added tax (VAT) and distribution 

margins). On top of it, there is an increasing availability of U and V matrices over the Internet 

for free and ready-to-be-used. Therefore, following the approach initiated by ten Raa and 

Rueda-Cantuche (2007), Rueda-Cantuche and Amores (2010) made a new contribution to the 

literature by providing unbiased estimations of backward multipliers neither from stochastic 

assumptions imposed on the input–output coefficients nor from the variability of the 

underlying input and output statistics across establishments. Instead, they used aggregated 

products and industries data (given by official use and supply tables). A similar exercise was 

carried out for the European Union (Rueda-Cantuche, 2011). This paper will continue this 

research line and in addition, it will extend the analysis to forward input-output multipliers. 

The reader should also notice that when speaking about FL it is the Ghosh inverse the one that 

provides biased estimates and not the Leontief inverse. 

4.2 Unbiased and consistent output backward multipliers 

In Equation (7), each value of b measures the total (direct and indirect) effect of one-unit 

increase in final demand commodities over socio-economic and environmental variables such 

as employment, output, emissions, capital consumption, water consumption, etc. Following 

Rueda-Cantuche and Amores (2010), if we assume proportional coefficients over commodity 

outputs for any of the mentioned variables, we can specify that: 

 
T

T

CVc
cVC

−=

=

, (12) 

where C is a row vector of direct product levels of variables such as employment, emissions, 

etc.; and VT (the transpose of the intermediate matrix of a make table) is a production matrix 

of the supply table at basic prices. Similarly, for the intermediate inputs: 

 
T

T

UVA
AVU

−=

=

, (13) 
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where A represents the technical coefficient matrix (product by product) and U represents the 

intermediate part of a use table at basic prices (product by industry). Subsequently, by 

assuming the product technology assumption in Equation (5), it yields: 

 ( ) ( )[ ] ( ) 1T1TT1TT UVCVUVICUVICVb −−−−−− −=−=−= , (14) 

which can be expressed as 

 )UV(bC T −= . (15) 

If there were the same number of industries and of products, this equation will become 

into a system of equations with one single solution for the b  coefficients. Nevertheless, 

rectangular systems with different number of industries and of products will allow for the 

introduction of a random disturbance error ε, where eventually the dependent variable will be 

explained not only by the net output of commodities but by other uncontrolled variables 

included in this error term. This error can then be defined as a row vector of m independent 

and normally distributed errors with zero mean and constant variance: 

 ε+−= )UV(bC T . (16) 

In the last equation, C is an m-order row vector (m industries) of different levels of 

employment, emissions, capital consumption, income, etc.; b corresponds to an n-order row 

vector (n products) of backward input-output multipliers; V is the make matrix of order m x n, 

and U is the use matrix of order n x m (products by industry). 

Note that m is not only the number of observations but also the number of industries. 

Furthermore, the net output of commodities (n) will constitute the independent variables of 

the regression model. Note that in order to obtain enough degrees of freedom (m-n), the 

model will require more industries than products (m>n). As long as this is fulfilled, the 

equations system is over-determined and the regression model is computable by Ordinary 

Least Squares (OLS). 

Provided that the dependent variable is total industry output, the backward output 

multiplier will be calculated using the following econometric regression: 
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 ( ) ε+−= UVbeV TT . (17) 

4.3 Unbiased and consistent output forward multipliers 

In Equation (8), each value of f measures the total (direct and indirect) effect of an increase in 

the value added coefficients of industries (originated by unitary changes in factor input prices) 

over socio-economic and environmental variables such as employment, output, emissions, 

capital consumption, water consumption, etc. Analogously to backward multipliers, now we 

will assume that the variables to be analysed (emissions, capital consumption, water use, etc.) 

are to be proportional to industry outputs. Then, it is verified that: 

 1

C cV
c CV −

=

= , (18) 

Next, by replacing B in Equation (8) with the corresponding mathematical expression 

of the fixed industry sales structure assumption, U = VTB (see Rueda-Cantuche and ten Raa, 

2009), the forward multipliers f can be alternatively expressed as: 

 
[ ] [ ] [ ]

( )[ ] ( ) ( ) ,CUVcVUVcVUVIV

cVVUVIcUVIcBIf T

T1TTT1TTT1TT

TTT1TT1T1

−−−−

−−−−−−

−=−=−=

=−=−=−=
 (19) 

and consequently, 

 ( ) fUVC TT −= . (20) 

Similarly to backward multipliers, this system of equations will have unique solution 

for the f coefficients only if the number of industries equals the number of products (square 

supply-use tables) Otherwise, rectangular supply-use systems with different number of 

industries and of products would allow for the introduction of a random disturbance 

error ν. Moreover, this error term would include those independent variables that are not 

explicitly shown in the regression model. This error can then be defined as a column vector of 

n independent and normally distributed errors with zero mean and constant variance. In 

contrast to the case of backward multipliers, the number of observations refers to the number 
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of commodities (n) while the number of industries corresponds to the number of independent 

variables (m). The econometric expression would be: 

 ( ) vfUVC TT +−= . (21) 

Note that in order to get enough degrees of freedom, we will need to have more 

commodities than industries in our equation system (m<n), which is completely the opposite 

to the case of backward multipliers. For instance, provided that the dependent variable is total 

commodity output, the forward output multiplier will be computed using the following 

econometric regression: 

 ( ) vfUVeV TT +−= . (22) 

4.4 Some further considerations 

Even though the product technology assumption and the fixed industry sales structure 

assumptions have been traditionally conceived for the construction of input-output tables (see 

ten Raa and Rueda-Cantuche, 2009 and Kop Jansen and ten Raa, 1990), our findings show 

that they can easily be used in addition for impact analysis with two manifest advantages, i.e.: 

the econometric approach skips the problem of negatives that arise from the use of the two 

assumptions and provides unbiased and consistent backward multipliers (for product by 

product tables) and forward multipliers (for industry by industry  tables). 

It may have happened in the past that the extremely implausible negative coefficients 

provided by both the product technology model and the fixed industry sales structure 

assumption have led to very few applications in practice even though they were proved to be 

axiomatically the two best methods in each case (Kop Jansen and ten Raa, 1990 and ten Raa 

and Rueda-Cantuche, 2009). Actually, almost all statistical offices compiling industry by 

industry tables use the fixed product sales structure instead (with no possible negative 

outcomes), e.g. Norway, Netherlands and Finland, among others. Furthermore, input-output 

practitioners generally use the industry technology model for the same reasons.  

However, this paper may have found enough reasons to turn this situation over. 

Indeed, the econometric regressions are built upon the two axiomatically best assumptions 
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and in addition they provide unbiased backward and forward multipliers. What else can we 

ask for? We definitely have found another important use for the product technology and the 

fixed industry sales structure models that was so far unknown. 

5. Data and results 

5.1 Data 

The pioneering work initiated by ten Raa and Rueda-Cantuche (2007) used firms' supply and 

use micro data with econometric techniques. The problem arises when micro-data (data at 

establishments’ level) is not available easily or even inaccurate. Firstly, most of the times 

gathering a reliable database needs sufficient economic resources, also provided that it is not 

likely to be publicly available. Secondly, this sort of information contains a sizeable amount 

of handwork prior to the construction of supply and use matrices (data filling of surveyed 

establishments that did not report all the information; the extrapolation of imputed values to 

non-observed establishments; balancing procedures, etc.) Therefore, if data are not carefully 

prepared, multiple problems may arise. With the purpose of circumventing these problems, 

we will use supply and use tables instead of micro data. Our econometric approach is 

rectangular oriented and it fully reflects the Leontief inverse standard approach when using 

square supply-use tables (see Rueda-Cantuche and Amores, 2010). 

The empirical work was carried out using the Turkish economy as a test case with 

official supply and use tables for the year 1998 (97 industries/commodities) at basic prices 

expressed in millions of current Turkish Lire. 

We have made estimations of linkages according to the A60 CPA (EC, 2002). 

However, the Turkish economy does not have some of the activities included in the A60 

CPA: activities 12 (Mining of uranium and thorium ores), 37 (Recycling) and 99 (Extra-

territorial organizations and bodies). On the other hand activities 67 (Activities auxiliary to 

financial intermediation) and 90 (Sewage and refuse disposal, sanitation and similar services) 

had to be aggregated with activities 65 (Financial intermediation, except insurance and 

pension funding) and 85 (Health and social work), respectively.  
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A6 0
Code CP A Des cr iption*

01 Prod uc ts  o f agr icult ure , hu nting  and  re la ted se rv ices
02 Prod uc ts  o f fo rest ry, lo gg in g an d related  s ervices
05 Fis h an d oth er  fis h ing  p rod ucts ; s e rv ices  inc id en ta l of fis hing
10 Co al an d lig nit e; pea t
11 Crud e pe tro leum an d na tural g as ; s e rv. inc id en ta l to  o il & g as  extrac tio n exc lu ding  s urv ey in g
13 M eta l ores
14 Oth er min in g an d qu ar rying  produ c ts
15 Foo d p ro du cts  an d beverages
16 To bacco p ro du cts
17 Textiles
18 W earin g ap pare l; furs
19 Lea th er  and  lea ther pro du ct s
20 W o od  & p ro du cts  o f wo od  & co rk (excep t fu rniture ); a rtic les  of  s traw & p la iting  mate ria ls
21 Pulp, paper an d paper pro du ct s
22 Prin ted  matte r an d reco rded  media
23 Co ke, re fin ed p e troleu m p ro du cts  an d n uc lear fue ls
24 Ch emicals , chemica l pro du c ts an d man-made  f ibres
25 Ru bb er and  p last ic  prod uc ts
26 Oth er n on -met allic  minera l pro du ct s
27 Bas ic  meta ls
28 Fab rica ted meta l pro du c ts, excep t machinery an d eq uipmen t
29 M achinery  and  equ ip men t n .e .c .
30 Off ice mach inery  and  comp ut ers
31 Elect rical machinery an d ap para tu s n.e.c.
32 Rad io, te lev is io n an d co mmun icat ion  eq uip ment an d ap para tu s
33 M ed ical, prec is io n an d o pt ical in s trumen ts , wa tches  and  c lo cks
34 M oto r v eh ic les , t railers  and  s emi-tra ilers
35 Oth er tran sp ort  equ ipmen t
36 Furn itu re ; o ther man ufac tured  g oo ds  n .e .c .
40 Elect rical energ y, gas , steam and  h ot water
41 Co llec ted an d pu rified  wate r, distr ibu tio n s erv ices of wat er
45 Co ns tru c tio n w ork
50 Trad e, main tenance  & rep air s e rv.moto r v ehic les  & mo to rcy c les;  re ta il sa le  o f au tomo tiv e  fu el
51 W h oles a le  trad e and commiss io n trade  s e rvices , excep t o f mo to r v eh ic les  and  mo torcy cles
52 Reta il trad e se rv .excep t mo tor vehicles & moto rcyc les ; rep air s e rv.pers on al & h ou seh old  g oo ds
55 Ho te l and  res tauran t s ervices
60 Lan d trans po rt; trans po rt v ia  p ip elin e se rv ices
61 W ater t ran s po rt s e rvices
62 A ir  trans p ort se rv ices
63 Sup po rtin g an d au xilia ry trans po rt s e rvices ; trav el agen cy  s e rvices
64 Pos t an d t eleco mmun icat ion  s e rvices

65+67 Fin an cial inte rmed.se rv .excep t in s urance  & p ens io n fun ding s erv .+Serv .aux.f inan cial in te rmed.
66 In s urance  and  p en s ion  fu nd in g se rv ices , except comp uls o ry so c ia l s ecu rit y s e rvices
70 Real es ta te  s ervices
71 Ren tin g s erv ices  o f machinery  & equ ip men t witho ut  op erat or & of pers on al & h ou s eh old g oo ds
72 Co mpu ter an d related  s ervices
73 Res earch  and  d ev elop ment se rv ices
74 Oth er b us in es s  s e rvices
75 Pub lic  ad min is tra tio n an d d efence se rv ices; co mp uls o ry so cia l s ecu rit y s e rvices
80 Edu ca tion  s erv ices

85+90 Health  & s oc ia l work se rv . +  Sewag e & re fus e  d is po sa l s erv . san ita tio n & similar s erv .
91 M emb ersh ip  o rganisa tion  s ervices  n.e.c .
92 Recreat ion a l, cu ltu ra l an d s p orting  s e rvices
93 Oth er s ervices
95 Priv ate  ho us eh olds  with emplo yed  pers on s

Note: *  Th is  c las sifica tio n is  equ ivalen t to  A 60 NA CE Rev 1.1 (EC, 2001).
    W e re fe r to  s ec to rs  or  commo dities  with ou t d is tin c tio n.

Table 2. Products  Classification
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We eventually set up the analysis with 55 groups of commodities/industries (see Table 

2) in order to obtain sufficient degrees of freedom (97 industries/commodities - 3 missing 

industries/commodities – 55 commodities/industries = 39 degrees of freedom) to estimate 

output backward effects. On the other hand, 55 groups of industries were aggregated in order 

to obtain sufficient degrees of freedom (97 commodities – 55 industries = 42 degrees of 

freedom) to estimate forward output effects. 

Nevertheless, for comparison purposes, the Leontief inverse based calculations (Table 

2) were not constructed on the basis of the official A97x97 matrix published by TURKSTAT, 

but on a pure commodity technology basis for our aggregation to 55 sector/product, A55x55 

(Table 2). This means that equations (7) and (8) were computed using an aggregated version 

of published use and make tables, an aggregated version of published SUT97x97 and 
T−= UVA . The same applies to f with respect to the B matrix, computed as UVB T−= . 

5.2. Results of the unbiased and consistent output backward linkages 

The b estimates are presented in the first two columns on the left of Table 3. The first one 

depicts the traditional or Leontief inverse based output backward multipliers under the 

commodity technology assumption and the second one the econometric estimates of b. The 

model has been estimated for 55 commodities by means of ordinary least squares. The 

resulting R-squared is 0.9961, which is quite satisfactory. Due to the presence of certain 

forms of unknown heteroskedasticity, the White estimate (White, 1980) of the covariance 

matrix of estimated coefficients was used to provide consistent and robust standard errors. No 

problems of autocorrelation (as expected in cross-sectional data) or multicollinearity were 

detected. Only 7 out of the 1,485 (0.47%) possible off-diagonal elements of the matrix of 

correlations between the 55 different explanatory variables were significant with a 5%  

significance level being only two of them higher than 0.75. Finally, 51 estimated backward 

output coefficients were significant at the 95% confidence level. All the remaining estimators 

are assumed to be zero (no impact) due to the acceptance of the null hypothesis. Negative 

values of multipliers were not significant either. 

A careful look at Table 3 will provide us with some further considerations: 
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A 60 b E Est. f E Est.
Code b T b E Lower Upper p-value Bias b T b E f T f E Lower Upper p-value Bias f T f E

01 1.52 1.51 ** 1.25 1.76 0.00 0.01 27 27 1.63 1.49 ** 0.95 2.02 0.00 -0.14 11 11
02 1.19 1.15 ** 1.02 1.29 0.00 0.04 19 19 2.46 2.17 ** 1.73 2.62 0.00 -0.29 30 30
05 1.31 1.30 ** 1.23 1.36 0.00 0.01 31 31 1.30 1.24 ** 1.04 1.43 0.00 -0.06 73 73
10 1.54 1.50 ** 1.31 1.69 0.00 0.04 25 25 4.33 4.00 ** 3.77 4.23 0.00 -0.33 13 13
11 1.25 0.20 -3.18 3.18 0.90 1.04 28 28 26.23 24.80 ** 23.77 25.83 0.00 -1.43 71 70
13 1.58 1.54 ** 1.18 1.90 0.00 0.04 18 36 5.68 4.95 ** 4.45 5.45 0.00 -0.73 70 71
14 1.35 1.30 ** 1.13 1.48 0.00 0.05 36 18 2.75 2.54 ** 2.28 2.81 0.00 -0.21 27 10
15 2.18 2.23 ** 1.91 2.55 0.00 -0.05 34 34 1.42 0.91 * 0.24 1.59 0.01 -0.51 10 27
16 2.10 2.09 ** 1.96 2.22 0.00 0.02 24 29 1.09 0.07 -3.29 3.29 0.97 -1.02 21 21
17 2.16 2.09 ** 1.97 2.22 0.00 0.07 20 15 1.99 2.01 ** 1.05 2.98 0.00 0.02 24 40
18 2.36 2.32 ** 2.24 2.40 0.00 0.04 29 33 1.23 1.12 ** 0.84 1.40 0.00 -0.11 33 14
19 2.54 2.52 ** 2.38 2.67 0.00 0.02 33 32 1.66 0.78 -2.09 2.09 0.47 -0.88 14 23
20 2.28 2.16 ** 1.92 2.41 0.00 0.12 15 20 2.42 1.94 ** 1.00 2.88 0.00 -0.49 40 33
21 2.09 2.06 ** 1.91 2.20 0.00 0.04 17 24 3.93 3.48 ** 2.84 4.13 0.00 -0.44 23 61
22 1.96 1.94 ** 1.64 2.25 0.00 0.01 32 17 2.00 1.74 * 0.25 3.23 0.03 -0.26 61 24
23 1.42 1.14 * 0.30 1.98 0.01 0.28 16 63 2.62 2.51 ** 2.42 2.59 0.00 -0.12 2 92
24 2.29 2.15 ** 1.65 2.66 0.00 0.13 63 16 3.45 2.31 ** 1.25 3.38 0.00 -1.14 20 2
25 2.39 2.37 ** 2.04 2.70 0.00 0.03 21 21 1.90 1.13 -1.91 1.91 0.25 -0.77 92 64
26 1.83 1.76 ** 1.61 1.91 0.00 0.07 45 45 2.06 2.06 ** 1.69 2.43 0.00 -0.01 41 66
27 2.71 2.74 ** 2.62 2.87 0.00 -0.04 22 22 4.40 3.79 ** 3.39 4.19 0.00 -0.62 64 41
28 2.37 2.35 ** 2.15 2.56 0.00 0.02 92 92 2.21 2.04 ** 1.79 2.29 0.00 -0.17 66 74
29 2.25 2.31 ** 2.18 2.43 0.00 -0.06 30 55 1.56 1.49 ** 0.75 2.24 0.00 -0.07 28 26
30 1.91 -0.87 -3.25 3.25 0.60 2.77 35 61 9.41 9.25 ** 7.99 10.52 0.00 -0.16 74 28
31 2.42 2.42 ** 2.34 2.50 0.00 0.01 55 62 1.53 1.37 ** 0.85 1.89 0.00 -0.17 26 17
32 2.13 2.17 ** 2.04 2.30 0.00 -0.04 61 35 1.76 1.73 ** 1.55 1.90 0.00 -0.04 65 65
33 2.21 2.18 ** 2.01 2.36 0.00 0.03 26 26 2.85 2.43 * 0.63 4.22 0.01 -0.42 22 20
34 2.33 2.31 ** 2.23 2.39 0.00 0.02 62 70 1.48 1.45 ** 1.37 1.54 0.00 -0.03 17 72
35 1.87 1.77 ** 1.25 2.30 0.00 0.09 72 91 1.92 1.35 -1.62 1.62 0.10 -0.57 72 50
36 2.36 2.33 ** 2.18 2.48 0.00 0.02 80 80 1.08 0.89 ** 0.37 1.41 0.00 -0.19 35 22
40 1.59 1.44 ** 1.03 1.85 0.00 0.15 91 72 2.69 2.55 ** 2.40 2.69 0.00 -0.14 25 32
41 1.22 1.23 ** 1.09 1.36 0.00 -0.01 40 74 2.24 2.10 ** 1.95 2.25 0.00 -0.14 50 62
45 2.00 1.98 ** 1.92 2.04 0.00 0.02 70 93 1.03 1.02 ** 1.02 1.03 0.00 0.00 32 29
50 1.35 1.34 ** 1.29 1.38 0.00 0.01 93 13 1.89 1.82 ** 1.78 1.87 0.00 -0.06 19 1
51 1.30 1.29 ** 1.27 1.31 0.00 0.01 13 1 1.48 1.42 ** 1.37 1.46 0.00 -0.06 1 60
52 1.30 1.28 ** 1.26 1.31 0.00 0.01 74 66 1.40 1.34 ** 1.29 1.39 0.00 -0.06 29 34
55 1.86 1.86 ** 1.77 1.95 0.00 0.01 71 65 1.28 1.28 ** 1.10 1.46 0.00 0.00 31 51
60 1.50 1.44 ** 1.29 1.60 0.00 0.06 65 10 1.53 1.47 ** 1.43 1.52 0.00 -0.06 60 31
61 1.86 1.81 ** 1.67 1.95 0.00 0.05 66 60 2.56 2.37 ** 2.23 2.51 0.00 -0.19 62 52
62 1.82 1.79 ** 1.66 1.93 0.00 0.03 10 40 1.52 1.51 ** 1.41 1.60 0.00 -0.01 34 55
63 2.10 2.09 ** 2.02 2.16 0.00 0.02 1 85 0.95 0.90 ** 0.72 1.09 0.00 -0.05 51 5
64 1.19 1.19 ** 1.16 1.21 0.00 0.01 60 50 2.23 2.17 ** 2.12 2.22 0.00 -0.06 15 80

65+67 1.55 1.51 ** 1.45 1.56 0.00 0.04 85 95 2.03 1.96 ** 1.88 2.04 0.00 -0.07 52 18
66 1.54 1.51 ** 1.43 1.59 0.00 0.04 23 14 2.21 2.12 ** 2.03 2.21 0.00 -0.09 5 93
70 1.59 1.64 ** 1.09 2.18 0.00 -0.05 14 5 4.91 4.61 ** 4.01 5.20 0.00 -0.31 55 91
71 1.55 1.82 -2.47 2.47 0.15 -0.27 50 51 5.63 4.57 ** 2.00 7.15 0.00 -1.06 18 85
72 1.74 1.59 ** 1.37 1.81 0.00 0.15 95 52 1.93 1.83 ** 1.62 2.04 0.00 -0.10 80 45
73 1.30 2.26 -6.03 6.03 0.46 -0.95 5 41 7.55 7.52 ** 6.50 8.54 0.00 -0.03 93 75
74 1.58 1.56 ** 1.51 1.61 0.00 0.02 73 64 2.13 2.07 ** 1.90 2.23 0.00 -0.07 16 95
75 1.00 1.00 1.00 1.00 - 0.00 51 2 1.00 1.00 1.00 1.00 - 0.00 91 15
80 1.64 1.60 ** 1.53 1.67 0.00 0.04 52 23 1.19 1.14 ** 0.99 1.28 0.00 -0.05 36 63

85+90 1.43 1.41 ** 1.33 1.48 0.00 0.02 11 75 1.04 1.04 ** 1.03 1.05 0.00 0.00 85 36
91 1.62 1.60 ** 1.56 1.64 0.00 0.02 41 11 1.09 1.08 ** 1.05 1.11 0.00 -0.01 45 16
92 1.91 1.89 ** 1.81 1.98 0.00 0.02 2 30 2.42 2.28 ** 2.10 2.47 0.00 -0.14 75 19
93 1.58 1.55 ** 1.46 1.65 0.00 0.03 64 71 1.17 1.10 ** 0.86 1.34 0.00 -0.07 95 25
95 1.31 1.30 ** 1.29 1.32 0.00 0.01 75 73 1.00 1.00 ** 0.99 1.00 0.00 0.00 63 35

Average 1.79 1.65 2.81 2.49
Corr.Av 1.79 1.78 1.89 1.66
Median 1.74 1.60 1.93 1.82
St.Dev 0.42 0.62 3.58 3.45
Notes: p-values = 0.00: p-values lower than 10-3 are rounded to zero.

b T: Leontief inverse based or traditional backward output multiplier
b E: Econometrically estimated backward output multiplier
f T : Leontief inverse based or traditional forward output multiplier
f E : Econometrically estimated forward output multiplier
Significance level of 5% (*) and 1% (**)
Bounds: Confidence interval bounds for econometric estimations at a 95% confidence level
Est. Bias: Estimated bias: Traditional estimation - Econometric estimation

Table 3: Backward and Forward Linkages of Output

f E bounds Rankingb E bounds Ranking

 



19 

a) As in ten Raa and Rueda-Cantuche (2007) and Rueda-Cantuche and Amores (2010), in 

most cases, the Leontief inverse based multipliers overestimate the true values. Indeed, 

48 out of 55 (87.27%) commodities have lower estimated values for b than those 

calculated with the traditional approach, while only 6 (10.91%) have higher values. 

Furthermore, the estimated average bias is higher for overestimated (5.16%) coefficients 

than for underestimated coefficients (0.12%). These results firm up the conclusions of 

Dietzenbacher (1995), Roland-Holst (1989) and ten Raa and Rueda-Cantuche (2007). 

b) Input–output estimates are unbiased and consistent, providing confidence intervals for b. 

These intervals might be seen as a measure of the accuracy of the true estimates of 

multipliers. Notice also that all multipliers derived from the traditional approach fell 

within the confidence intervals. 

c) The estimated bias of b is generally positively related with secondary production 

(Pearson correlation coefficient = 0.7). Commodities of which a large share is produced 

as secondary output have backward multipliers with larger estimated bias, as it was also 

found in ten Raa and Rueda-Cantuche (2007). 

The Pearson and Spearman correlation coefficients between econometric and 

traditionally estimated multipliers are 0.782 and 0.935, respectively (both significant at a 

confidence level of 99%). This means implicitly that the econometric approach arrives at 

coherent results when comparing with the traditional approach. In addition, the top five 

commodities remains unchanged, i.e. basic metals, leather and leather products, electrical 

machinery and other apparatuses, rubber and plastic products, and fabricated metal products, 

except machinery and equipment. With the aim to test the robustness and coherence of the 

results obtained through equation (17) we used the econometric estimates of the output 

backward multipliers and the published net outputs matrix for the calculation of the total 

output of the economy. Consequently, the estimated total output, which yielded 90,883 

thousand billions of Turkish Lires, was just 0.04% lower than the published total production 

(90,923 thousand billions). 

5.3. Results of the unbiased and consistent output forward linkages: 

With the same number of observations as in the last subsection, the values for f are presented 

in Table 3. The proposed model has been estimated for 55 industries by means of ordinary 
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least squares and, with quite satisfactory goodness of fit, too (R-squared equals 0.968). The 

White (1980) estimated covariance matrix of estimated regression coefficients was used to 

obtain consistent standard errors. The model is again free from serial correlation and 

multicollinearity problems. None of the 1,485 possible correlations was neither significant nor 

higher than 0.5 (in absolute value).This time, 51 estimated multipliers were significant at a 

5% significance level (which does not mean that they were exactly the same industries as in 

the case of backward linkages). There are not any negative values. 

The analysis of the results of forward linkages provides similar conclusions as 

backward linkages:  

a) Mostly, traditionally computed output multipliers overestimate rather than 

underestimate the true values of input-output multipliers. It is remarkable that 52 out of 

55 (94.55%) of the estimated values of f are lower than those computed under the 

traditional approach, whilst only 2 (3.64%) commodities present higher f values. Again 

the estimated average bias is greater for overestimated coefficients (7.63%) than for 

underestimated figures (0.01%). Most of the Ghosh inverse based values of f were 

overestimated rather than underestimated, confirming the ideas developed by 

Dietzenbacher (1995), Roland-Holst (1989) and ten Raa and Rueda-Cantuche (2007), 

although for the Leontief inverse. 

b) The econometrically estimated values of f are unbiased and consistent with confidence 

intervals that cover more than three quarters of the traditional estimated multipliers. 

The correlation coefficients of Pearson and Spearman between the estimated and the 

traditionally computed multipliers are 0.991 and 0.919, respectively, (both significant at a 

confidence level of 99%). Moreover, the top four industries remains unchanged, i.e.: crude 

petroleum and natural gas; services incidental to oil and gas extraction excluding surveying, 

office machinery and computers, research and development services and metal ores. 

The robustness and coherence of the results were tested by using the econometrically 

estimated input–output multipliers and the published supply-use data. This time, the estimated 

total output, which yield 83,884 thousand billions of Turkish Lires, was around 7.7% lower 

than published total production (90,923 thousand billions).  
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Generally, the forward multipliers are more accurate than backward multipliers in the 

sense that 61.82% of the p-values for forward multipliers in Table 3 are smaller than those of 

the backward multipliers. However, forward multipliers are more dispersed than backward 

multipliers (their Pearson coefficients of variation equal 0.376 and 1.384, respectively). 

Moreover, the econometrically computed multipliers have slightly higher dispersion than 

those traditionally computed (with coefficients of variation 0.233 and 1.275, respectively). 

This might be mainly because non significant multipliers are assumed to be zero in the 

econometric approach, which may increase observed dispersions. 

In addition, the Pearson and Spearman correlation coefficients between backward 

multipliers and forward multipliers (both estimated through the econometric approach) yield -

0.576 and -0.361, respectively (both significant at a 99% confidence level), which means that 

the dispersion power and the absorption capacity are slightly related. 

6. Misleading identification of key sectors 

The Leontief inverse based or traditional key sector analysis focuses on the comparison of the 

different linkages with respect to their average (see equations 9 and 10). Its main advantage is 

derived from the straightforward comparison with respect to unity. Sectors are classified 

depending on whether they have normalized backward and forward multipliers ( jb  and if ) 

higher or lower than one. In this sense, Figure 1 depicts graphically the eventual identification 

of activities according to the econometric approach while Figure 2 shows its counterpart 

regarding the traditional approach. Table 4 shows the results obtained under both econometric 

and traditional approaches. One of the main difficulties in the traditional key sector analysis is 

its average dependence to determine the character of the sectors of an economy. This is due to 

the fact that most activities are concentrated around their average linkage, which is highly 

affected by outliers. 

We will provide several alternatives to the average as a threshold to identify key 

sectors. In this sense, we propose to make comparisons with respect to: the average (option a, 

in continuous line in Figures 1 and 2); the average excluding outliers2 (option b, in striped line 

in Figures 1 and 2); and the median (option c, in dotted line in Figures 1 and 2), a rather 
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simple descriptive statistic, which is not affected by outliers. Table 4 shows the different 

identifications reported by each threshold. 

 
Figure 1: Key-Activities according to econometrically estimated multipliers 

Key: Average (solid line); Average without outliers (striped line); Median (dotted line) 

 
Figure 2: Key-Activities according to traditionally estimated multipliers 

Key: Average (solid line); Average without outliers (striped line); Median (dotted line) 
                                                                                                                                                         
2 Consider an outlier to be a value outside one and a half times the interquartile range. 
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A 60
Code per Sector per Product a) Averageb) NO outlier c) Median a) Averageb) NO outlier c) Median

01 9.76% 0.01% W W W W W W
02 0.00% 0.02% W F F W F F
05 1.39% 0.00% W W W W W W
10 4.81% 0.00% F F F F F F
11 3.63% 5.92% F F F F F F
13 2.13% 0.00% F F F F F F
14 1.22% 0.06% W F F F F F
15 1.74% 15.25% B B B B B B
16 1.61% 0.00% B B B B B B
17 5.34% 2.42% B K K B K K
18 4.46% 4.83% B B B B B B
19 3.24% 1.92% B B B B B B
20 2.55% 0.68% B K K B K K
21 6.52% 3.65% K K K K K K
22 22.40% 1.19% B K K B K B
23 0.74% 2.14% W F F F F F
24 3.11% 3.18% K K K B K K
25 2.22% 2.98% B K B B B B
26 1.87% 0.37% B K K B F K
27 5.47% 1.19% K K K K K K
28 6.73% 9.72% B K K B K K
29 9.04% 9.08% B B B B B B
30 28.86% 56.36% K K K F F F
31 10.01% 2.80% B B B B B B
32 7.25% 9.60% B B B B K B
33 6.61% 10.36% K K K B K K
34 8.63% 1.51% B B B B B B
35 4.80% 1.13% B K B B W B
36 1.99% 1.28% B B B B B B
40 0.95% 0.39% W F F F F F
41 3.91% 3.74% W F F W F F
45 1.40% 0.06% B B B B B B
50 3.20% 0.93% W W W W F W
51 3.92% 5.80% W W W W W W
52 3.68% 1.96% W W W W W W
55 0.79% 0.62% B B B B B B
60 1.02% 3.37% W W W W W W
61 0.02% 4.04% B K K B K K
62 15.79% 0.00% B B B B B B
63 14.09% 15.58% B B B B B B
64 0.20% 0.00% W F F W F F

65+67 0.00% 0.00% W F F W F F
66 0.00% 0.97% W F F W F F
70 0.02% 71.09% F F F F F K
71 0.12% 85.20% F F F F F F
72 0.00% 2.64% W F W W F F
73 0.00% 83.72% F F F F F F
74 0.83% 12.15% W F F W F F
75 0.00% 0.00% W W W W W W
80 1.04% 0.37% W W W W W W

85+90 0.35% 0.08% W W W W W W
91 0.00% 0.00% W W W W W W
92 0.40% 1.01% B K K B K K
93 0.11% 0.00% W W W W W W
95 0.00% 0.00% W W W W W W

Notes: Type of Activity (bj : backward linkage; fi : forward linkage)
K: Key Activity (bj >1, fi >1) W: Weakly Linked Activity (bj <1, fi <1)
B: Backward Oriented Activity (bj >1, fi <1) F: Forward Oriented Activity (bj <1, fi >1)

Table 4: Secondary productions & Classification of Activities

% Secondary production Econometric ApproachTraditional Approach
Type of Activity
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Table 5 summarizes the number of key activities, backward and forward oriented 

activities together with those with weak linkages depending on the different thresholds and 

classifications (Table 4). Panel I counts the activities that have been identified as key, forward 

oriented, backward oriented or weakly linked using the three different thresholds (a, b or c), 

which were calculated from the Leontief inverse based multipliers. Analogously, Panel II 

counts the same but for the econometrically calculated multipliers. Panel III counts the 

number of sectors for which the traditional and econometric approaches provide different 

outcomes in each option (a, b and c). Finally, Panel IV accounts for the different outcomes 

when comparing the three thresholds (a vs. b, b vs. c or a vs. c) in every type of multiplier 

(Trad. or Econom.). 

I. Traditional Average No outliers Median II. Econometric Average No outliers Median
K 5 14 12 K 2 11 11
F 6 16 15 F 10 19 16
B 22 13 15 B 24 13 16
W 22 12 13 W 19 12 12

III. Trad. vs. Ec. Average No outliers Median IV. Criteria a) vs. b) b) vs. c) a) vs. c)
6 6 4 Traditional 19 3 16

Econometric 19 6 16

Notes: Type of Activity (bj : backward linkage; fi : forward linkage)
K: Key Activity (bj >1, fi >1) Classification Criteria
B: Backward Oriented Activity (bj >1, fi <1) a) Average
W: Weakly Linked Activity (bj <1, fi <1) b) Average without outliers
F: Forward Oriented Activity (bj <1, fi >1) c) Median

Table 5: Count of Classifications and its differences

 

As a whole (see Table 5.III), there are 6 activities (ca. 10%) where both approaches 

(traditional vs. econometric) differ in classification according to option a or b (these are other 

mining and quarrying products; coke, refined petroleum products and nuclear fuels; 

chemicals, chemical products and man-made fibres; office machinery and computers; 

medical, precision and optical instruments, watches and clocks; and electrical energy, gas, 

steam and hot water). 

As expected, comparing Panels I and II of Table 5 one can observe that as far as the 

econometric approach corrects the overestimation of linkages, it identifies less number of key 

sectors ( 1bj >  and 1fi > ) than the traditional approach (under criterion a). Not surprisingly, 

as far as reducing overestimation ‘moves down’ the average, it also identifies less number of 
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weakly linked sectors ( 1bj <  and 1fi < ). Both differences are not so evident when 

comparing results under criteria b or c. However, as mentioned before, this way of identifying 

key sectors relies heavily on an arbitrary threshold (call it average, corrected average or 

median) and in one way or another, it might not be quite satisfactory in terms of providing an 

accurate identification of industries.  

Activities identified differently depending on the selected threshold can also be seen 

graphically in Figures 1 and 2 (between lines). The differences are similar for both types of 

multipliers (see Table 5.IV).  

As regard the positive bias inherent to traditionally estimated multipliers, all 

multipliers will be affected to a different extent, particularly the highest multipliers which are 

good candidates to be outliers maybe due to bias. Bias will affect not only to the simple 

average (to a lesser extent to the corrected average or median) but also to the identification of 

each activity either with respect to the average, the corrected average or the median. 

Therefore, the estimated bias is not only an issue for impact analysis but also for key-sector 

analysis since traditional Leontief multipliers tend to over-identify more key and weakly 

linked sectors than the unbiased and consistent econometric multipliers proposed in this 

paper. 

7. Conclusions 

Kop Jansen and ten Raa (1990) and Rueda-Cantuche and ten Raa (2009) singled out 

axiomatically the product technology and the fixed industry sales structure models as the two 

best ways for the construction of either product or industry input-output tables, respectively. 

However, these models have generated a lot of criticism due to their possible negative 

resulting elements that may appear in the intermediate matrix. At this point, we have proven 

in this paper that under these two assumptions, unbiased and consistent backward and, 

particularly, forward input-output multipliers can be respectively estimated from supply and 

use tables instead of from input-output tables. The advantages of the proposed econometric 

approach are twofold, i.e.: not only it avoids the problem of negatives but also provides 

unbiased multipliers.  
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This paper has extended the pioneering work of ten Raa and Rueda-Cantuche (2007) 

for backward input-output multipliers in two ways, i.e.: it replaces firms’ data by aggregated 

industry and product supply and use tables and provides the theoretical framework for the 

econometric estimation of forward input-output multipliers. In addition, the mathematical 

expressions for backward and forward output multipliers are formalized. Other kinds of 

econometric based multipliers are mentioned already in ten Raa and Rueda-Cantuche (2007) 

for employment and Rueda-Cantuche and Amores (2010) and Rueda-Cantuche (2011), for air 

emissions. 

The conclusions related to the bias for the forward output multipliers are very similar 

to that of the backward output multipliers. There seems to be indeed a positive bias inherent 

to the Ghosh and Leontief inverses that affect the correct identification of key sectors when 

using the Rasmussen’s (1956) approach. It is remarkable that around 10% of the economic 

activities are differently classified independently of the threshold used. It has also been 

proved that  the corrected average does not reduce significantly the number of different 

classified sectors as far as bias affects not only to extreme values (good candidates for being 

outliers) but to all multipliers. All in all, the Rasmussen’s (1956) procedure to identify key-

sectors might not be either completely satisfactory itself since it does not provide an accurate 

identification of sectors due to the somewhat arbitrary and rigid thresholds used. Even so, the 

overestimation of the multipliers computed using the Leontief and Ghosh inverses tend to 

over-estimate the number of key sectors and the number of weakly linked sectors. At least in 

our test case, we have found that the estimated bias may induce to wrongly identify key 

sectors in the Turkish economy for the year 1998. 

Acknowledgements 

Thanks are due to Gulay Gunluk Senesen (Istanbul University) and Mehmet Kula (Turkstat) 

for their help in data collection and to all those who gave us their suggestions and comments 

in a previous version of this paper presented at the 16th International Input-Output Conference 

in Istanbul (Turkey). 



27 

References 
Alauddin, M. (1986) Identification of key sectors in the Bangladesh economy: a linkage 

análisis approach, Applied Economics, 18, pp. 421–442. 

Augustinovics, M. (1970) Methods of international and intertemporal comparison of 

structure, in: AP. Carter and A. Brody (eds) Contributions to Input–Output Analysis 

(Amsterdam, North-Holland), pp. 249–269. 

Beyers, WB. (1976) Empirical identification of key sectors: some further evidence, 

Environment and Planning, 8, pp. 231–236. 

Bulmer-Thomas, V. (1982) Input–Output Analysis in Developing Countries (Chichester, 

Wiley). 

Cai, J. and Leung, P. (2004) Linkage Measures: a Revisit and a Suggested Alternative, 

Economic Systems Research, 16(1), pp. 65-85. 

Cella, G. (1984) The input–output measurement of interindustry linkages, Oxford Bulletin of 

Economics and Statistics, 46, pp. 73–84. 

Cuello, F.A. and Mansouri, F. (1992) The identification of the structure at the sectoral level: a 

reformulation of the Hirschman-Rasmussen key-sector indices. Economic Systems 

Research, 4 (4) 285-297. 

Dhawan, S. and Saxena, KK. (1992) Sectoral linkages and key sectors of the Indian 

Economy, Indian Economic Review, 27, pp. 195–210. 

Dietzenbacher, E. (1995) On the Bias of Multiplier Estimates. Journal of Regional Science, 

35, pp. 377–90. 

Dietzenbacher, E. (1997) In vindication of the Ghosh model: a reinterpretation as a price 

model, Journal of Regional Science, 37, pp. 629–651. 

Dietzenbacher, E. (2002) Interregional multipliers: looking backward, looking forward, 

Regional Studies, 36, pp. 125–136. 

Dietzenbacher, E. (2006) Multiplier Estimates: To bias or not to bias? Journal of Regional 

Science, 46, 4, pp. 773–786. 

EC: European Commission (2001) Nomenclature des Activités économiques dans les 

Communautés Européennes – NACE version 1.1 



28 

EC: European Commission (2002) Statistical Classification of Products by Activity in the 

European Economic Community. 

Eliasson, G. (1991) Deregulation, innovative entry and structural diversity as a source of 

stable and rapid economic growth. Journal of Evolutionary Economics, 1 (1), 49-63. 

Eurostat (2008) Eurostat manual of supply, use and input-output tables, methodologies 

and working papers. Luxembourg, Office for Official Publications of the European 

Communities. 

Flam, SD. And Thorlund-Petersen, L. (1985) Underestimation in the Leontief model. 

Economics Letters, 18 (2-3), pp. 171-174. 

Ghosh, A (1958) Input–output approach to an allocation system, Economica, 25, pp. 58–64. 

Haji, JA (1987) Key sectors and the structure of production in Kuwait – an input–output 

approach, Applied Economics, 19, pp. 1187–1200. 

Hewings, GJD. Fonseca, M. Guilhoto, J. and Sonis, M. (1989) Key sectors and structural 

change in the Brazilian economy: a comparison of alternative approaches and their policy 

implications, Journal of Policy Modeling, 11, pp. 67–90. 

Iráizoz, B. (2006) ¿Es determinante el método en la identificación de los sectores clave de una 

economía? Una aplicación al caso de las tables Input-Output de Navarra? Estadística 

Española, 48 (163), pp. 551-585. 

Jones, L. (1976) The measurement of Hirschmanian linkages, Quarterly Journal of 

Economics, 90, pp. 323–333. 

Kop Jansen, P. and ten Raa, T. (1990) The Choice of Model in the Construction of Input–

Output Coefficients Matrices, International Economic Review, 31, pp. 213–27. 

Kop Jansen, P. (1994) Analysis of Multipliers in Stochastic Input–Output Models, Regional 

Science and Urban Economics, 24, pp. 55–74. 

Lahiri, S. (1983) A Note on the Underestimation and. Overestimation in Stochastic Input-

Output Models. Economic Letters, 13, pp. 361-366 

Mesnard, L. (2009) Is the Ghosh Model interesting? Journal of Regional Science, 49, pp. 

61-372. 



29 

Miller, RE. and Blair, PD. (2009) Input–Output Analysis: Foundations and Extensions 2nd 

ed. Cambridge University Press, Cambridge. 

Miller, RE. and Lahr, ML. (2001) A taxonomy of extractions, in: ML Lahr and RE Miller 

(eds) Regional Science Perspectives in Economic Analysis: A Festschrift in Memory of 

Benjamin H. Stevens (Amsterdam, Elsevier Science), pp. 407–441. 

Oosterhaven, J. (1988) On the plausibility of the supply-driven input–output model, Journal 

of Regional Science, 28, pp. 203–217. 

Poot, H. (1991) Interindustry linkages in Indonesian Manufacturing, Bulletin of Indonesian 

Economic Studies, 27, pp. 61–89. 

Porter, M. (1990) The Competitive Advantage of Nations. London: MacMillan. 

Rasmussen, P. (1956) Studies in Inter-Sectoral Relations (Copenhagen, Einar Harks). 

Roland-Holst, DW. (1989) Bias and Stability of Multiplier Estimates. Review of Economics 

and Statistics, 71, pp. 718–21. 

Rueda-Cantuche, JM. and Amores, AF. (2010) Consistent and unbiased carbon dioxide 

emission multipliers: Performance of Danish emission reductions via external trade. 

Ecological Economics, 69, pp. 988-998. 

Rueda-Cantuche, J. M. (2011) “Underestimation of the performance of the EU carbon dioxide 

emission reductions via external trade”, Economic Systems Research, forthcoming. 

Simonovits, A. (1975) A Note on the Underestimation and Overestimation of the Leontief 

Inverse. Econometrica, 43, pp. 493–8. 

Sonis, M. Hewings, G. and Guo J. (2000) A new image of classical key sector analysis: 

minimum information decomposition of the Leontief inverse, Economic Systems Research, 

12, pp. 401–423. 

Schumpeter, J. (1912) The Theory of Economic Development. Mexico: Fondo de Cultura 

Económica. (4th ed. 1968 in Spanish of the 1st ed. 1934 American Ed.) 

ten Raa, T. and Rueda-Cantuche, JM. (2007) Stochastic Analysis of Input-Output Multipliers 

on the basis of Use and Make Matrices, Review of Income and Wealth, 53, 3, pp.1-17. 

White, H. (1980) A Heteroskedasticity-Consistent Covariance Matrix Estimator and a Direct 

Test for Heteroskedasticity, Econometrica, 48, pp. 817–38. 


