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Abstract 

In this article we describe an ongoing project at Statistics Sweden to develop a model for 

constructing multiregional input-output tables (MRIOTs) for Sweden. A prototype set of MRIOTs 

for 2018 has been constructed, which consists of 21 counties times 446 products, making up a 

table of 9366 x 9366 elements. The table was based on national data regionalized with the help of 

business surveys complemented by employment statistics, and interregional trade data. In the 

next phase micro data from Statistics Sweden and Government agencies as the Swedish Transport 

Administration will be used to construct a bottom up MRIOT.  

The current project has also involved some novel analyses using the tables ranging from multilevel 

multiplier calculations to computations of value-added chains, and interregional freight and 

service trade. We have also constructed an environmental input-output model generating 

consumption-based GHG emissions per consuming county, i.e., carbon footprints for each 

county. This input-output model was coupled with data from the global MRIO database 

EXIOBASE to include imported emissions due to final consumption in Swedish counties. 

 

Summary 

This report on the validation, quality assurance, demonstration, and applications of the new 

MRIO-tables of Statistics Sweden was produced as part of Swedish development work to use 

interregional IO-tables for research, policy assessment, and planning. The work constitutes an 

increase in the level of ambition regarding the production of knowledge support concerning 

linkages among Swedish regional economies, and internationally, through trade in goods and 

services. 

Questions on what policies will be effective to further develop Sweden’s competitive edge, and to 

promote Swedish efforts to stall climate change in an ever more specialized international economy 

are at the center of the report. It was for long considered infeasible to address these questions 

with the help of interregional input-output analysis. The report shows that such an increase in the 

level of ambition is both motivated and possible, especially in Sweden with its well-developed 

economic statistics, and its acceptance that public policy should be evaluated using scientifically 

sound, and evidence-based methods. 

The report also includes a couple of applications of the MRIO tables produced, among them 

estimates of consumption-based emissions per county in Sweden. This kind of data at a regional 

level has seen a rising demand the latest years from county boards as well as from municipalities, 

where the purpose is to inform regional and local environmental policy in order to decrease the 

carbon footprint at a regional and local level and being able to measure and follow up the 

development of these emissions. 

A main result of the report is that there is reason to continue and further develop the development 

work on interregional input-output tables presented by Statistics Sweden. For this effort to be 

successful, it is necessary to add further resources for the collection of statistics, the development 

of quality-assured statistical products, and the demonstration of the strengths and weaknesses of 

these methods in relation to current practice.  

A fundamental problem identified in the ongoing MRIO-project within Statistics Sweden, is that 

the regional level is subordinate to the national level as concerns the collection of statistics, and 

the establishment of economic accounts. National accounts are based on micro data without 

utilizing the geographic information contained in micro data.  After that, the regional accounts 

are set up using top-down methods of various kinds. 
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It is shown that this may lead to consistency problems for both internal deliveries in the 

production system, and for final demand. Private consumption is taken as an example. The 

treatment of trade and transport margins is given as another example. 

It is pointed  out that additional synergies can be achieved through a further cooperation between 

ongoing development work in the government agencies1, as to a coordination of collection of 

primary data for commodity trade and exports. These integration issues can be developed further 

in the third phase of the MRIO project. 

It is also shown that the next phase of the Statistics Sweden project will benefit from focusing on 

linking the Swedish regional and national accounts with the international work on consolidated 

input-output analysis for groups of countries. It is noted that the Swedish accounts earlier have 

been subject to adjustments, for instance, within the OECD for them to work in analyzing global 

value chains, and global climate policies. Now adjustments have been made and it is within reach 

to make Sweden a role model when it comes to evaluating international and interregional policies 

within the same consolidated framework. 

  

 

1  Swedish Agency for Growth Policy Analysis, The Swedish Agency for Economic and Regional Growth, Transport 
Analysis and the Swedish Transport Administration 
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1. Introduction 

This is a research report in connection with the project validation, quality assurance and 

demonstration of Statistics Sweden's MRIO tables, see also Berglund et al. (2021). The project has 

a long-standing background since the early 1970s when IO analysis was part of the methodology 

of the Swedish Long-Term Economic Assessment and in connected regional economic analysis. 

During this period, the first regular delivery surveys were carried out.  

However, for many years long-term structural analyses with IO analysis were reduced in 

importance as it was considered that computing power formed an excessive task in trying to 

validate multiregional IO analyses using survey methodology. The growth of computing power 

and the expansion of the Internet have shown that this was a hasty conclusion. Now the 

knowledge of both goods and services trade ends up with the large network-based companies. 

Flow relationships needed to understand structural change become trade secrets that are not even 

in OECD reporting, see for example OECD (2013).  

At the same time, studies increasingly confirm that interregional trade in goods and services 

within a country generally exceeds international trade. A large part of this trade relates to inputs 

and services that are further refined in another region, as shown, for example, in a previous study 

by Falck & Nordström (2016).  

IO-analyses have for decades been a central area of regional science, but also an area where a big 

breakthrough has been awaited. The reason, of course, is the lack of data at such a detailed level 

that the analyses can become relevant to the understanding of an economy marked by an 

increasing specialization. Analyses based on aggregated data produce results at an aggregated 

level, while the detailed relationships are made invisible.  

In contemporary MRIO models, interregional links can be treated differently and apply to 

different variables. It is common to distinguish between flows of factors of production such as 

labour and capital and flows of goods and services in production processes. We have reviewed 

how interregional trade is handled in some internationally renowned MRIO models. The review 

shows that this part of MRIO models is still a bottleneck. The large-scale development work done 

by Manfred Lenzen and his colleagues across Australia has focused on formal methods. A central 

concept is parent models, which involves collecting microdata from different sources in cloud-

based systems according to standardized formats. From this parent model, daughter models are 

constructed by aggregation of data in different applications. 

The Danish LINE model deals with interregional trade in a way that is partly equivalent to what 

is built up in Statistics Sweden's MRIO model, see Madsen & Jensen-Butler (2002). They propose 

that trade flows should be estimated with constraints on supply and demand in different regions 

with a gravitational approach based on distance and transport costs. The problem is that their 

approaches are not validated empirically. It can be noted that the Danish LINE model in many 

respects shares features with the Swedish Raps system. 

One of the most well-developed MRIOT models has been built up by Geoffrey Hewings and his 

research team at the University of Urbana-Champaign, see for example Hewings et al (2017). 

Their system also does not have a clearly developed methodology for estimating interregional 

trade flows. Applications are built up with location quotients of different kinds and they spend 

much effort in linking trade to general equilibrium models.  

One sophisticated model what was outlined by Boyce (2002) linking interregional input-output 

models and analysis of flows in multimodal transport networks. In the Swedish context, his model 

has features reminiscent to the work done by Erlander (1981) and Eriksson (1980). Their models 

use a combination of transportation costs and entropy metrics to estimate trade flows by 

transforming them into large-scale optimization problems.  
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From this review of international research, we can conclude that there has been a number of 

sophisticated modelling efforts but few of these focused on carefully validated empirical data in 

interregional trade. 

It is against this background that one should see the current development project at Statistics 

Sweden and the present research report. The overall and long-term goal of the study is to promote 

a discussion about the importance of regional trade and value chains in Sweden at regional and 

national level using large-scale empirical estimations of MRIO tables.  

Chapter 2 presents the ongoing MRIO project and discusses the quality of the MRIO project in 

terms of both process and method. The report conducts an initial discussion on the quality of the 

tables with a particular focus on interregional and international trade, private consumption, and 

the relationship between national and regional accounting data. 

Chapter 3 is devoted to demonstrations of the content of the new MRIO tables in terms of 

interregional trade, Leontief multipliers and global value chains.  

Chapter 4 discusses the application and applications of the MRIO tables. A discussion is held on 

how the new MRIO tables can contribute to new model approaches for regional scenarios and 

forecasts. An application to production-based versus consumption-based emissions at regional 

level in Sweden is also provided. 

Chapter 5 contains conclusions and proposals for further work. One conclusion is that MRIO 

models with an explicit treatment of interregional trade are needed in a consolidated system in 

order to be able to examine measures in energy, environmental and climate policy.  
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2. Statistics Sweden's multiregional input-output tables 

Statistics Sweden's (SCB) multiregional input-output tables (MRIOT) of counties in Sweden have 

been developed in phase two of a project that includes three phases. In Phase 1 (2018-2019), a 

model from the University of Sydney (Sydney model) was tested with open data. The development 

work in phase 2 (2020–2022) has not proceeded with the Sydney model, but the project has been 

carried out entirely within Statistics Sweden. At present MRIOT have been developed for year 

2018, and tables for the years 2008-2017 are planned. After phase 3, Statistics Sweden will 

publish MRIOT on an annual basis.2 

2.1 Structure of MRIO tables 

The national IO tables in national accounts (NR) are produced from the supply and use tables in 

the annual GDP calculations. Production is estimated for about 400 products and 100 industries; 

household consumption is distributed for different purposes (COICOP); public consumption is 

distributed by sector, industry and function (COFOG), as well as investments.3 

MRIOT for 21 counties is basically structured in the same way. Detailed MRIOT refers to more 

than 400 products (n= 446). In the illustration of MRIOT in Figure 2.1 below, only product 1, 2 

and n are highlighted; similarly, only three counties are marked, 1, 2 and 21; other 

products/counties are represented by dots. Shaded elements refer to deliveries within each 

county; other elements refer to deliveries to other counties and foreign exports (rows), 

respectively deliveries from other counties and foreign imports (columns). 

Figure 2.1 Illustration of MRIOT for 21 counties and n products. 

 

In Figure 2.1 production by product and county can be read in two ways. A row sum shows how 

the product is used as input in production and final use in all counties, as well as exports abroad. 

The column sum for the same product and county shows production cost divided into inputs from 

all counties and abroad as well as value added. The complete structure of MRIOT as shown in 

Figure 2.1 can be described by the equations below: 

 

 

2 SCB (2019a). 
3 The published national IO tables refer to 65 products and 65 industries. 

Intermediate use Final use Production

County              r 1 2 …. 21 1 2 …. 21 Exports f.

s    Product     i 1 2 …. n 1 2 …. n 1..n 1 2 …. n

j     1

1 2

….

n

1

2 2

….

n

…. 1..n

1

21 2

….

n

Imports f.

Value added

Production
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𝑋𝑖
𝑟 = ∑ ∑ 𝑋𝑖𝑗

𝑟𝑠𝑛
𝑗=1

21
𝑠=1 + ∑ ∑ 𝑋𝑖𝑘

𝑟𝑠8
𝑘=1

21
𝑠=1 + 𝑋𝑖

𝑟𝐸𝑥  (1) 

𝑋𝑗
𝑟 = ∑ ∑ 𝑋𝑖𝑗

𝑠𝑟𝑛
𝑖=1

21
𝑠=1 + 𝑋𝑗

𝐼𝑚𝑟 + 𝑉𝐴𝑗
𝑟  (2) 

where 

𝑋𝑖
𝑟 production of product i in county r (use) 

𝑋𝑖𝑗
𝑟𝑠 supply of product i from county r as input for producing product j in county s 

𝑋𝑖𝑘
𝑟𝑠 supply of product i from county r for final use category4 k in county s 

𝑋𝑖
𝑟𝐸𝑥 foreign exports of product i from county r 

𝑋𝑗
𝑟 production of product j county r (production cost) 

𝑋𝑗
𝐼𝑚𝑟 foreign imports to product j in county r,  𝑋𝑗

𝐼𝑚𝑟 = ∑ 𝑋𝑖𝑗
𝐼𝑚𝑟𝑛

𝑖=1  

𝑉𝐴𝑗
𝑟 value added product j county r 

The construction of MRIOT takes place in two stages. The first involves estimating supply 𝑆𝑖
𝑟and 

use 𝐷𝑖
𝑟  by product and county: 

𝑆𝑖
𝑟 = 𝑋𝑖

𝑟 − 𝑋𝑖
𝑟𝐸𝑥   (3) 

𝐷𝑖
𝑟 = ∑ 𝑋𝑖𝑗

𝑟𝑛
𝑗=1 +  ∑ 𝑋𝑖𝑘

𝑟8
𝑘=1    (4) 

where 

𝑆𝑖
𝑟 supply of product in county r, i.e. production minus foreign exports 

𝐷𝑖
𝑟  use of product in county r, i.e. intermediate use plus final use. 

Data sources and methods for estimating the different components of supply and use are briefly 

described and discussed in section 2.2. When summing up to the national level supply equals use,  

∑ 𝑆𝑖
𝑟

𝑟 = ∑ 𝐷𝑖
𝑟

𝑟 , but this balance does not apply at the county level. 

In the second stage, interregional trade 𝑋𝑖
𝑟�̂� is estimated. Data sources and methods are examined 

in section 2.3. The estimate of interregional trade is based on the assumption in the Chenery-

Moses model, see also Oosterhaven & Hewings (2014), where the  trade flows for product i are 

specified with respect to sending county r and receiving county s, while use in county s is not 

specified5. With this assumption, trade flows can be expressed with trade coefficients 

𝑡𝑖
𝑟�̂� indicating the proportion of the use of product in county s that comes from county r. Thus, 

equation (1) can be rewritten as  

𝑋𝑖
𝑟 = ∑ ∑ 𝑡𝑖

𝑟�̂� ∗ 𝑋𝑖𝑗
𝑠𝑛

𝑗=1
21
𝑠=1 + ∑ ∑ 𝑡𝑖

𝑟�̂� ∗ 𝑋𝑖𝑘
𝑠8

𝑘=1
21
𝑠=1 + 𝑋𝑖

𝑟𝐸𝑥 (5) 

2.2 Supply, use and IO tables  

2.2.1 Supply and use  

The main data sources for estimating supply and use by product are the same as in NR, and we 

will here give a very brief account; after that the specific data sources for final use are described. 

For practical reasons most data sources are denoted with the Swedish acronyms.  

For business, Statistics Sweden's central data sources are: Structural business statistics from 

Statistical Business Register (FEK), industrial goods production (IVP), industrial consumption of 

purchased goods (INFI), intermediate consumption of service enterprises (TFF). For the public 

sector the central data sources are the Financial Management Authority (ESV) and the Annual 

accounts for municipalities and county councils (RS).  

 

4 In MRIOT, final use is divided into 8 categories. 
5 Moses (1955) admits that it is an imperfect assumption but that it is motivated by the fact "that it is impossible to 

implement statistically a model which applies separate trading patterns to each industry" (Moses, 1955, p. 810). This 
justification is still valid. 
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FEK contains detailed industry statistics for production, intermediate consumption and value 

added, among other things. For industries in mineral extraction and manufacturing, FEK is 

supplemented by statistics from IVP and INFI to allocate production and intermediate 

consumption respectively to products. Similarly, TFF is used for the service enterprises.  

The detailed industry statistics are available for kind-of-activity units (KAU) within enterprises. 

These statistics are allocated to local units within a KAU by the share of the number of employees. 

The statistics for the local units are summarized to regional level, i.e. county.  

Turning to the estimation of final use, in MRIOT it is divided into 8 categories: Household 

consumption, consumption by private non-profit organizations, public consumption, 

investments in the business sector, investments in the public sector, stocks, valuables and exports. 

Here we exclude non-profit organizations, stocks and valuables from the description.  

Household consumption: NR's calculations are extensively documented in SCB (2019b) and SCB 

(2018). The calculations of household consumption are made partly for individual purposes 

separately and partly through a household consumption matrix (HCM). In total, HCM consists of 

72 industry groups, and is based on the industry surveys in the business sector, with sales by 

detailed product group, which is carried out annually within the framework of FEK. This survey 

gives a complete picture of how sales are distributed among products in different industries in the 

business sector. Sales are also divided by customer category, which provides information about 

how much relates to sales to households. 

Regarding the distribution by county, the following applies. With data for regional turnover 

statistics by industry, HCM (industry x product) is used for all regions. Regional turnover 

statistics are based on VAT data on legal units, which are distributed to establishments using the 

number of employees per establishment. The turnover is then summed up by county and the 72 

industry groups that exist in HCM. Thereafter, a summary is made per COICOP group (the official 

classification of household consumption expenditure). HCM consists of 108 COICOP groups; 

household consumption will be calculated for a total of 151 different COICOP groups.  

For groups not covered by the HCM, regional consumption is estimated with other sources. For 

example, housing consumption is estimated with data for the housing stock by county, divided 

into single-family houses and apartment buildings, and statistics, at the national level, on rent per 

square meter in apartment buildings. This data is used to estimate a value in use for single-family 

houses and apartment buildings per county that is consistent with the national data for each 

COICOP group. For holiday homes, the national data for consumption, i.e. the value in use of 

holiday homes, is distributed using data on the number of holiday homes per county.  

Public consumption: Public consumption is estimated in the same way as in NR. The statistics 

from RS are specified by municipality or county. The statistics from ESV are distributed by county 

using, for example, regional statistics on wage sums for state authorities.6 

Investments: Data on gross fixed capital formation for business and public authorities at the 

regional level is available in the regional accounts, which are official statistics linked to national 

accounts, NR. Data sources are FEK, Investment Surveys, RS and others. 

Exports and imports: The statistics on Sweden's foreign trade in goods (UHV) are based on data 

collected by Statistics Sweden and The Swedish Customs. Data for trade with countries within EU 

are collected via VAT returns (Intrastat); data for non-EU countries comes from The Swedish 

Customs via the companies' import and export declarations (Extrastat). Foreign trade in goods 

reports statistics after border crossing. The regional distribution of UHV is made stepwise.  In 

brief, data for entry, exit and commodity codes in UHV is first linked to FEK by organization 

number. In the second step the collected value is distributed in proportion to the number of 

employees in local units within a KAU.  

 

6 See SCB (2019b). 
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The statistics on Sweden's foreign trade in services (UHT) are based on a survey that Statistics 

Sweden conducts on behalf of the Riksbank, the Swedish central bank. It is a sample survey with 

the aim of making estimates of Sweden's UHT, distributed among other things across different 

service types. Selection objects, which are simultaneously data sources, are active companies that 

can be found in FEK. The UHT estimate base also includes transaction data that is not collected 

via selection. As with UHV, the distribution by county and industry is made proportional to the 

proportion of employees in local units.   

2.2.2 IO-tables 

Above we have given a brief account of data sources and methods to get the elements according 

to equation (3) and (4). The next two steps are compiling supply-use tables by county (SUT) and 

converting SUT to IO-tables by county (IOT).  

SUT are defined product-by-industry. The supply table indicates by county how the production of 

n products is distributed among J industries, about 100 industries. The supply table is valued at 

basic prices. The use table indicates by county how the use of n products is divided into J 

industries and k categories of final use. The use table is valued at purchasers' prices, thus 

including trade and transport margins and taxes on products minus subsidies. The use includes 

imported products. 

To compile SUT per product, use is valued at basic prices by excluding trade and transport  

margins and product taxes minus subsidies. Furthermore, the use of imported products is brought 

to separate tables. The resulting SUT are adjusted so that, when summarizing all counties, they 

are balanced and consistent with the tables at national level.  

When converting SUT to IOT, either product-by-product or industry-by-industry tables can be 

created. For the regional IOT in MRIOT, product-by-product tables are applied, where all industry 

variables are converted to product. 

2.2.3 Discussion 

This section discusses possible improvements with respect to two main issues: Converting SUT to 

IOT and estimating household consumption. 

First, about converting SUT to IOT, the IOT in MRIOT, product-by-product, is based on the so-

called industry technology assumption, which means that each industry in each county has its 

own specific input structure regardless of the product mix. At the national level, Statistics Sweden 

also produces IOT industry-by-industry, based on the assumption of fixed product sales 

structure, which means that each product has its own specific sales structure regardless of which 

industry has produced the product. According to official manuals7, these alternative assumptions 

represent model B and model D out of four basic models, A-D, for constructing IOT product-by-

product and industry-by-industry, respectively. Essential parts of the discussion in the manuals 

are based on Thage (2005), former head of Denmark's national accounts, and here we reproduce 

the summary: 

“In this paper it is argued that any type of SIOT <symmetric IOT> that can be compiled in practice depends 

heavily on industry related flows in the sense that the institutional characteristics of the industries are the 

main determinants of the data in the SIOT. In practice all input-output tables are deemed to be of the inter-

industry type. On this background it is further argued that the compilation of SIOTs as industry-by-

industry tables based on the assumption of fixed product sales structures (in the SNA terminology 

“industry technology”) should be preferred. This type of table is not an approximation to a more ideal table 

but exists in its own right as part of “best practices” official statistics, fulfilling central quality criteria, 

including user needs.”  

 

7 Eurostat (2008), United Nations (2018) 
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Thage (2005) is also a central reference for Yamano and Ahmad (2006), as to the reasons for 

Model D being used in the OECD database. Model D has long been used in Canada, Denmark, 

Finland, the Netherlands, Norway and the United States. In Sweden, work to develop IOT by 

Model D has resumed relatively recently. For many years, only IOT product-by-product have been 

developed, Model B.  

Model D is based on fixed sales shares from observed8 data, i.e., the industry's share of the total 

production of each product. The only assumption is that the purchase of a product from supplying 

industries is made in proportion to how the total production of the product is distributed. For 

example, if an industry I accounts for, say, 70 percent of the production of a specific product, then 

70 percent of all purchases of that product are made from industry I, regardless of the purchases 

are for intermediate or final use. This assumption is a parallel to the assumption in the Chenery-

Moses model, see section 2.1, where the trade coefficients indicate the percentage of the use of a 

product in county that comes from county r, regardless of use.    

Thus, IOT in MRIOT could be improved by replacing product-by-product (Model B) by industry-

by-industry (Model D). A disadvantage is that interregional trade is estimated at the product level. 

However, we believe that this inconsistency is outweighed by Model D providing a safer basis than 

Model B for estimating IOT. When estimating interregional trade flows by product, supply and 

use by industry can be assumed to relate to primary products.  

The second main issue is concerning the estimation of household consumption in MRIOT, an 

issue of major importance for the quality of MRIOT, as this item accounts for almost half of total 

final use.  

As for housing expenditures, the current estimates could be improved by taking the regional 

variation in rents into account. At present the estimated total housing expenditures per capita are 

lowest in the metropolitan county Stockholm and highest in the northern and rural county 

Jämtland. What contributes to this unreasonable result is the estimates of expenditures for 

secondary homes. These estimates are based on the county where secondary homes are located, 

and not the county of residence for the owners of secondary homes, which is aimed at. This brings 

us to a general problem when using regional turnover statistics for estimating regional household 

consumption. This data reflects where consumption takes place by county, and not consumption 

by county residents, which is aimed at. Previously, Statistics Sweden has produced estimates 

based on surveys on household expenditures. Such surveys are no longer used, as the quality of 

data is insufficient for the purpose of estimating the consumption of county residents. Obviously, 

regional turnover statistics cannot be used as a proper alternative. 

We propose another approach where the estimation of the counties' total household consumption 

is based on a consumption function. There is extensive research and literature on how such 

functions should be specified and calculated. A specification of great interest is presented in 

National Institute of Economic Research (2017), where national household consumption depends 

on disposable income, real and financial wealth, the Gini coefficient and the age structure of the 

population. This general consumption function has been estimated with quarterly data for the 

period 1996:2-2017:1. All parameters are statistically significantly different from zero, which as 

the National Institute of Economic Research writes, gives an indication of which factors, in 

addition to the commonly used ones, affect household consumption. There are good conditions 

for adapting this function to estimate household consumption at regional level. For all variables, 

there are time series statistics by county. The question of the appropriate method for such 

adaptation remains to be analyzed. 

The household consumption by product can be based on the adjusted distribution according to 

the data of regional turnover statistics. Adjustments are needed since the budget share of a 

product in county's turnover cannot be assumed to be completely proportional to the  budget 

 

8  In contrast, Model B is based on input structure assumptions that cannot be substantiated by observed statistical data. 
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share for the county's residents. A better alternative, of course, would be a distribution based on 

data on revealed consumption patterns for the county's residents. For example, it seems 

technically possible to use data for card transactions, indicating the purchases per purpose made 

by cardholders in each county.9 

2.3 Interregional trade 

In section 2.2 we have described how IOT per product (i = 1...,n) and county (r = 1...,21) have been 

developed. This data provides the restrictions when estimating matrices for interregional trade 

flows by product, to get the multiregional tables, MRIOT. The sum of flows from county r must 

be equal to production minus exports in county r; the sum of flows to county r must be equal to 

the sum of use in county r, see equation (3) and (4). The matrix of interregional trade per product 

is estimated by balancing an à priori matrix against these restrictions.   

An appropriate à priori matrix shows a trading pattern that we have knowledge of, à priori, based 

on observed and estimated trade flows. At a detailed level with n products there are no suitable à 

priori matrices. Interregional trade is therefore estimated stepwise:   

1. Restrictions for product i are summed to aggregate I. At this level, à priori matrices are 

estimated based on observed and estimated trade flows. 

2. The à priori matrices from step 1 are balanced. 

3. Balanced matrices from step 2 are applied as à priori matrices when balancing matrices for 

products at the detailed level, i ∈ I . 

When the balanced matrices in step 3 are summed up to aggregate level, the resulting matrices 

will be better substantiated than the balanced matrices in step 2.  

2.3.1 Commodity groups 

For commodity groups, à priori matrices are based on estimated consignments of goods according 

to the commodity flow survey 2016, VFU10. For the same purpose, data from VFU is used as input 

to the Swedish Transport Administration's modelling of freight transport11. VFU is a sample 

survey, and the estimated consignments of goods are point estimates with more or less large 

confidence intervals. For the time being, however, we accept this uncertainty and consider the 

point estimates as the best available à priori knowledge of trade flows. 

However, the trade flows from VFU do not provide complete à priori matrices. VFU does not 

report flows in all relationships where positive trade flows (𝑋𝐼
𝑟𝑠 > 0) can be expected from 

restrictions on supply in county r (𝑋𝐼
𝑟 > 0)  and use in county s (𝐷𝐼

𝑠 > 0). In these cases, the 

observations from VFU are supplemented by estimated flows. This supplement is currently based 

on information from an à priori matrix for all commodity groups.  

Table 2.1 below exemplifies an à priori matrix. The table shows the pattern of trade in 2016 

according to VFU, for the aggregate of all goods. It should be mentioned that the table refers to 

consignments of goods not only from goods-producing industries, but also from wholesale and 

retail trade. The matrix must be balanced to give a picture of the total trade in goods consistent 

with the restrictions. 

 

9  From what we understand, Statistics Sweden has an ongoing project with commission to develop a design that makes 
extensive use of alternative data sources, such as cash register and card data. 

10  See https://www.trafa.se/kommunikationsvanor/varufloden/ 
11 See Anderstig et al (2015) and Edwards et al (2019). 

https://www.trafa.se/kommunikationsvanor/varufloden/
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Table 2.1 Origin and destination of goods shipments 2016, total for all product groups. 

 

Source: VFU (2016). 

Balancing is performed by a simple RAS-procedure, resulting in a matrix that preserves as far as 

possible the trading pattern of the initial matrix, given the restrictions on supply and demand. 

The theoretical basis of the RAS method can be described in several ways; for example, the 

solution will be the same as when applying the 'minimum information principle'.12 The balanced 

matrix can be described with the core components of a traditional gravity model: 

𝑋𝑟𝑠 =  𝑋𝑟𝐷𝑠𝑑𝑟𝑠 ( 𝛼𝑟𝑠 )   (6) 

where 

𝑋𝑟𝑠 = trade flow from region r to region s 

𝑋𝑟  = supply region r  

𝐷𝑠  = use region s 

𝑑𝑟𝑠 = distance between r and s 

𝛼𝑟𝑠 = distance parameter, calculated 

As a measure of distance between r and s, we start from a measure of so-called "effective" 

distance:13 

𝑑𝑟𝑠 = ∑ (
𝑦𝑘

𝑦𝑟) ∑ (
𝑦𝑙

𝑦𝑠)𝑙∈𝑠𝑘∈𝑟 𝑑𝑘𝑙   (7) 

where  

𝑑𝑟𝑠 road distance between county r and county s 

𝑑𝑘𝑙 road distance between municipality k and municipality l 

𝑦    gross regional product (GRP) 

This measure is thus a weighted average of road distances between municipalities, with the 

municipalities' share of GRP in each county as weights. The weighted average of the 

municipalities' share of the county's GRP can be assumed to give an acceptable picture of the 

intraregional distribution of goods consumption but gives a partly skewed picture of the 

intraregional distribution of goods production. For county r, GRP is therefore replaced by the 

value added of commodity-producing industries. In the corresponding measure for services, GRP 

is replaced by the value added of the service-producing industries in the business sector.  

 

12 See for example Bacharach (1970), Snickars and Weibull (1977) and Snickars (1978). 
13 See Head and Mayer (2002). 
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Thus, we can solve for the distance parameter 𝛼𝑟𝑠, given supply 𝑋𝑟, use 𝐷𝑠, and distance 𝑑𝑟𝑠  that 

generates the trade flow 𝑋𝑟𝑠. 

𝛼𝑟𝑠 =
log (

𝑋𝑟𝑠

𝑋𝑟𝐷𝑠)

log (𝑑𝑟𝑠 )
    (8) 

This parameter value is lowest within each county and tends to increase with the distance between 

counties. If we interpret the parameter as merely an expression of the distance sensitivity, the 

pattern is according to expectations. Intraregional trade often refers to goods with low commodity 

values (KSEK per ton) and high distance sensitivity, such as gravel and stone. Conversely, trade 

at longer distances often refers to goods with high commodity values and low distance sensitivity, 

such as machinery and pharmaceuticals. The parameter does not only reflect distance sensitivity, 

but it also expresses the influence of all factors that generate the trade flow 𝑋𝑟𝑠, given 𝑋𝑟 , 𝐷𝑠 and 

𝑑𝑟𝑠 . The parameter values can best be interpreted as "matching indicators", i.e. how well the 

supply of specific goods from region r matches the use in region s, conditioned by the distance. 

However, we can note that the parameter value varies relatively clearly with the distance, see 

Figure 2.2. This illustrates what was mentioned above, that trade at longer distances tends to refer 

to goods with high commodity values and low distance sensitivity.  

Figure 2.2  Parameter value and distance, all flows, aggregates 𝜶𝒓𝒔 

 

The à priori matrices for the aggregates of commodity groups I are estimated with observed flows 

from VFU, supplemented by estimated flows for the relationships where data from VFU are 

missing. The method is described in equations (9) to (11).  

𝑋𝐼
𝑟�̂� = w*𝑋𝐼

𝑟𝑠[1] + (1-w) * 𝑋𝐼
𝑟�̂�[2]  (9) 

Final estimated flows are weighted averages of 𝑋𝐼
𝑟𝑠[1],  which are observed flows from VFU, and 

𝑋𝐼
𝑟�̂�[2], which are estimated flows. For relationships r-s that have observed flows from VFU we 

estimate  𝑋𝐼
𝑟�̂�[2] 

𝑋𝐼
𝑟�̂�[2] =  𝑋𝐼

𝑟𝐷𝐼
𝑠𝑑𝑟𝑠(𝑎𝐼

𝑟𝑠)   (10a) 

For relationships r-s that lack observed flows from VFU we estimate  𝑋𝐼
𝑟�̂�[2] 

𝑋𝐼
𝑟�̂�[2] =  𝑋𝐼

𝑟𝐷𝐼
𝑠𝑑𝑟𝑠(𝑎𝑟�̂�)   (10b) 

where 𝑎𝑟�̂� is calculated using the estimated correlation in Figure 2.2.  

The weights in (9) are determined (calibrated) to minimize the following error indicator F: 

𝐹𝑠 = ∑ |𝑠 ∑ 𝑿𝑰
𝒓𝒔

𝒓 − ∑ 𝑋𝐼
𝑟�̂�|/ ∑ ∑ 𝑿𝑰

𝒓𝒔
𝑠 𝑟 𝑟   

𝐹𝑟 = ∑ |𝑟 ∑ 𝑿𝑰
𝒓𝒔

𝑠 − ∑ 𝑋𝑖
𝑟�̂�|/ ∑ ∑ 𝑿𝑰

𝒓𝒔
𝑠 𝑟 𝑠   
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𝐹  = 0,5 ∗ 𝐹𝑠 + 0,5 ∗ 𝐹𝑟   (11) 

where the restrictions are marked in bold. This minimization14 is also applied to calibrate 𝑋𝐼
𝑟�̂�[2]  

in equation (10). 

What is described above is the method for estimating à priori matrices for the 13 aggregates of 

commodity groups reported in Table 2.2. After RAS balancing, these matrices are used as à priori 

matrices when balancing the corresponding 225 matrices at the detailed commodity group level. 

When these are summed up to the corresponding aggregates, the resulting matrices will be better 

substantiated than the balanced matrices of the aggregates, as mentioned above. The reason is 

that for detailed commodity groups the number of theoretically possible trade flows is limited by 

the fact that in several counties there is no local production, see also McDougall(1999) and 

Anderstig et al, (2021).  

2.3.2 Service groups 

For service groups, the task of estimating à priori matrices is more complicated, for two reasons. 

The first is that we lack observed data, corresponding to VFU. The second is that trade in services 

is of different kinds, depending on the product/industry to which the service relates. Appropriate 

data and methods are therefore varying with the type of trade.15 

An established grouping of trade in services can be found in the General Agreement on Trade in 

Services (GATS), the framework used in the WTO negotiations on the liberalization of 

international trade in services. According to GATS, trade in services can be divided into four 

categories as follows:16 

1. Cross-border trade                               Service crossing the border between region r and s  

                                                                   Example: Telecommunications services 

2. Consumption outside the region:       Households/companies in region s consume services in region r 

                                                                   Example: Hotel and restaurant services 

3. Delivery outside the region:                Companies in region r deliver on-site service in region s 

                                                                   Example: Consulting services, Construction 

4. Establishment of branch outside the region:    Companies in region r establish branch in region s 

This classification is used to categorize interregional trade in services, except for category 4. This 

category is irrelevant here since production is estimated for local units, irrespective of where the 

parent company is located. Mixed categories are also relevant. This applies mainly to services that 

may belong to both category 1 and category 3, such as consultancy services that can be provided 

both through ICT and through on-the-spot activities. 

At detailed product level, categories 1-3 comprise a total of 221 products, of which about half are 

in category 1, cross-border trade. For this category, we can assume that distance sensitivity is 

negligible. However, for categories 2 and 3, consumption and delivery outside the region, we can 

assume that distance sensitivity is relatively high. When estimating the à priori matrices at the 

aggregate level for these categories, representative products are used for each category. The 

estimate is carried out by calibrating the estimated relationship between the calculated parameter 

value 𝛼𝑟𝑠, developed in the same way as in equation (8), and commuting distance.  

For category 1, cross-border trade, the matrices are directly estimated at a detailed level. For 

categories 2 and 3, consumption and supply outside the region, the à priori matrix is estimated 

for representative products I. 

𝑋𝐼
𝑟�̂� = 𝑘𝐼𝑋𝐼

𝑟𝐷𝐼
𝑠𝑑𝑟𝑠(𝑎𝑟�̂�)   (12) 

 

14 The minimization of the error indicator is inspired by Sargento et al (2012). 
15 The definition of which products/industries included is given from NR; Services includes SPIN 33-96. In the 

literature, on the other hand, the distinction between goods and services is a contentious issue; see Brousolle (2014). 
16 The argument is based on Francois and Hoekman (2010). 
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𝑋𝐼
𝑟�̂� = estimated trade flow from region r to region s 

𝑘𝐼   = calibration factor 

𝑋𝑟  = supply region r  

𝐷𝑠  = use region s 

𝑑𝑟𝑠 = distance between r and s 

𝑎𝑟�̂� = distance parameter, calibrated  

The majority of all commuting trips take place at shorter distances than 100 km. The distance 

sensitivity (travel time sensitivity) of commuting trips is higher than for shopping trips, category 

2, and business trips, category 3. The calibration factor 𝑘𝐼 and calibration of 𝑎𝑟�̂�  aim to minimize 

the error indicator according to equation (11).  

For category 1, cross-border trade, distances and transport costs are assumed to be irrelevant. At 

present we do not have access to any other factors than supply and use to estimate trade flows. 

Thus, we can only guess what the pattern of trade looks like.  If we only have information on 

supply and use,  𝑆𝑖
𝑟 , 𝐷𝑖

𝑠 , the statistically most likely pattern of trading is 

𝑋𝑖
𝑟�̂� = 

𝑆𝑖
𝑟∗ 𝐷𝑖

 𝑠

∑ 𝑆𝑖
𝑟

𝑟
    (13) 

For the time being, this is the basic model for estimating trade flows for category 1.  

As mentioned above, we can assume relatively high distance sensitivity for services in categories 

2 and 3, consumption and delivery outside the region. In order to estimate à priori matrices at the 

detailed service group level for categories 2 and 3, the main principle is the same as when 

estimating the matrices at the detailed commodity group level. That is, the matrices at the 

aggregate level, RAS-balanced matrices for representative products, are used as à priori matrices 

in RAS balancing the corresponding 113 matrices at the detailed level. 

However, for services at a detailed level within categories 2 and 3, we can assume that many 

services are characterized by what in literature is called "proximity burden", see, for example, 

Hellmanzik & Schmitz (2016), services that require proximity between producer and consumer. 

An obvious example of such local services is pre-school education. The operational definition of 

such local services is that use is very close to supply in most counties 

1- <
𝐷𝑖

𝑟

𝑆𝑖
𝑟 < 1+   (14) 

For local services, the matrices are first balanced with restrictions on supply 𝑆𝑖−
𝑟  and use 

𝐷𝑖−
𝑟  excluding the diagonal elements 𝑋𝑖

𝑟�̂� , i.e, 𝑆𝑖−
𝑟 = 𝑆𝑖

𝑟 − 𝑋𝑖
𝑟�̂� and 𝐷𝑖−

𝑟 = 𝐷𝑖
𝑟−𝑋𝑖

𝑟�̂� where 𝑋𝑖
𝑟�̂�  =

min  (𝑆𝑖
𝑟 , 𝐷𝑖

𝑟) . Then 𝑋𝑖
𝑟�̂� is added to the diagonal elements. 

2.3.3 Discussion 

We will here very briefly discuss some possible improvements with respect to the à priori matrices. 

As for commodity groups, current à priori matrices, based on data from the commodity flow 

survey VFU, have two main shortcomings. First, the use of point estimates disregard large 

confidence intervals for reported flows.  

Second, for relations where no trade flows are reported in VFU, flows are estimated by using the 

relationship between distance and distance parameter for the aggregate of all trade flows. This 

means that the variation of the distance parameter between commodity groups is neglected. 

The second problem could feasibly be handled by statistical estimation of a gravity model for each 
commodity group I, corresponding to equation (6). For relations where observed flows are 

missing the estimation is based on simulated data �̂�𝐼
𝑟𝑠, e.g., from equation (9). The distance 

parameter in equation (10b), 𝑎𝑟�̂�, is then replaced by the estimated distance parameter, specific 
for each commodity group. 
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The first problem could tentatively be handled in the following way. Start with a matrix where 𝑋𝐼
𝑟𝑠 

are the point estimates from observed flows in VFU, and �̂�𝐼
𝑟𝑠are estimates according to equation 

(10b). Construct a search procedure by which the matrix elements are randomly adjusted in order 

to minimize the error indicator according to equation (11). This minimization should be weakly 

constrained by the 95% confidence intervals. 

While trade in goods is estimated using à priori matrices based on VFU, there are no 

corresponding à priori matrices available for trade in services. Furthermore, while all trade in 

goods is associated with transport costs, the equivalent does not apply to all trade in services. 

On the other hand, trade in services for groups in categories 2 and 3, consumption and delivery 

of services outside the region, are associated with transport costs, i.e. travel costs. In MRIOT 

travel cost sensitivity has been estimated in simplified terms based on an à priori matrix based on 

recorded commuting, which has subsequently been calibrated for representative products for 

each service group. 

With what data could these à priori matrices be improved? One potential source of data is the 

national travel surveys RVU that have been conducted for several years. Unlike VFU, RVU cannot 

be used to estimate trading for specific product groups. However, RVU contains data for two case 

types that could potentially become the basis for à priori matrices for representative products, 

namely purchase trips for category 2, and business trips for category 3. Prior to a third phase of 

MRIOT, the authorities Traffic Analysis and the Swedish Transport Administration should be 

encouraged to thoroughly investigate if and how this potential data source can be used.   

The same question as above can also be asked with regard to category 1, cross-border trade: With 

what data could these à priori matrices be improved? As we have described above the basic model 

of cross-border trade contains no factors other than supply in region r and use in region s, i.e. 

there is assumed to be no specific cost associated with trade in the r-s relationship. The à priori 

matrix is by definition balanced. In order to find alternatives to this simple basic model, it may be 

appropriate to first divide cross-border trade into two subcategories, transport and services trade 

based on ICT.   

Transport, i.e. transport services, relates to freight transport and passenger transport. For freight 

transport, it is not so much a question of estimating an à priori matrix, but of distributing 

transport margins on the basis of balanced matrices for the trade in goods. It is again a task that 

requires close cooperation with Traffic Analysis and the Swedish Transport Administration. For 

passenger transport, the task is to obtain traffic data from transport operators and responsible 

authorities to estimate à priori matrices.  

ICT-based trade in services can be divided into two categories, (a) communications services 

(telecommunications), (b) services that can be distributed to varying degrees on ICT-based trade 

and/or trade based on business travel, such as consultancy. For category (a) it should be examined 

whether, in the same way as for passenger transport, there is access to traffic data as a basis for 

an alternative to the simple basic model. 

For category (b) there is no database to estimate how trade in services is distributed between ICT-

based trade and trade based on business travel. Here is our proposal that Traffic Analysis should 

periodically carry out surveys, serving as a supplement to RVU and VFU. For the part of services 

trade in category (b) that can be estimated to be ICT-based, the question is whether there are 

better alternatives than the simple basic model for estimating à priori matrices? Hellmanzik & 

Schmitz (2016) present a study of international trade in services where they examine with a 

gravity model how trading patterns are affected by factors that represent 'virtual proximity'. It is 

of interest to examine in more detail whether and how this approach can be applied to 

interregional trade in services. 
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3. Some calculations with the new MRIO model 

We start from the outline of the MRIO model as developed within the Statistics Sweden work, see 

Figure 2.1. Calculations have been performed with a 21x21 model that is set up according to this 

figure. Its successive steps have been estimated according to the Chenery-Moses model, applied 

to interregional trade flows estimated using the methodology presented in section 2 above. The 

calculations have included the production of regional and interregional input-output tables, the 

production of their Leontief inverses and the calculation of multipliers for each industry aggregate 

and county.   

The continued calculations will be based on IO matrices for each county and the estimated pattern 

of trade per product group (aggregate of products). For each county there is a regional IO matrix 

corresponding to the national one marked in bold in Figure 2.1 above. The regional IO matrices 

differ from the national one since the composition of products within each product group varies 

between counties.  

The full interregional table is built on county-specific trade patterns for each of the 446 products. 

These trade patterns are related to how transport costs differ between county relations. As a 

measure of transport costs, we use the kilometer distances between different counties. Transport 

distances have a similar structure for the industries, as we have seen in previous sections. 

3.1 Demonstrations of interregional trade patterns 

A central issue for MRIO is how the different counties are connected via interregional trade. The 

modelling of this trade is at the heart of the approach. It is therefore important from a quality 

point of view to highlight what the trading patterns look like. In a first figure we show the 

proportion of deliveries that come from your own county, see Figure 3.1. 

Figure 3.1 below shows the intraregional share of the deliveries from each county for each of the 

21 product group aggregates. The shares differ between around 30 percent for mining and 

manufacturing to more than 80 percent for construction. Many of the product group aggregates 

in the analysis are services. For those typical intraregional trade shares are around 2/3. 

Figure 3.1 Intraregional delivery shares for counties in 2018. 

 

 

Figure 3.2 shows the trade pattern for each of the 21 counties rather than for the 21 product group 

aggregates. This time we look at the interregional trade component. The figure shows that the 

Stockholm AB-region is the most self-contained one for both exports and imports. The F county 
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(Kronoberg County) in south central Sweden has the highest export and import shares. The 

difference between export and import shares is generally rather small also for the northern 

counties of Västerbotten and Norrbotten (AC and BD). 

Figure 3.2 Export and import shares from and to counties in 2018. 

 

 

 

Figure 3.3 shows similar information for the distribution across the geographical dimension. 

The import shares differ between 33 percent for county AB and 56 percent for county F. 

Figure 3.3 Interregional import shares for Swedish counties in 2018. 
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Figure 3.4 Distance elasticities for interregional trade for each commodity group in 2018. 

 

We have made calculation of the distance elasticities for the interregional trade patterns for each 
of the 21 product group aggregates. The result of these estimations, which have been made using 
the methods in earlier chapters, shows a varying pattern. Elasticities are small for mining and 
manufacturing and high for construction. The pattern differs between service commodity groups, 

which real estate services and public authorities exhibiting high elasticities. 

3.2 Demonstrations of Leontief multipliers 

 

We have also derived Leontief multipliers both for the regional linkages and for the interregional 
linkages. We provide examples for a selection of three commodity groupings in Figure 3,5. 

We see from Figure 3.5 that interregional multipliers vary more between counties than regional 
ones, and especially for IT services. 

Figure 3.5 Regional and interregional multipliers for manufacturing (top), IT services 
(middle) and health care (bottom) in 2018 (counties are indicated below bottom figure). 
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Note: Note that the scales differ between the figures. Region notations: Stockholm 1, Uppsala 3, 
Södermanland 4, Östergötland 5, Jönköping 6, Kronoberg 7, Kalmar 8, Gotland 9, Blekinge 10, 
Skåne 12, Halland 13, Västra Götaland 14, Värmland 17, Örebro 18, Västmanland 19, Dalarna 
20, Gävleborg 21, Västernorrland 22, Jämtland 23, Västerbotten 24, Norrbotten 25 

In conclusion we present the combination of regional and interregional multipliers for each 

county. The regional multipliers are based on the regional IO coefficients for each county, isolated 

from the other counties. The second set of multipliers is based on the interregional coefficients 

for each county.  

In Figure 3.5 we have drawn lines that cross the average of each multiplier. If a county is located 

in the upper right quadrant, it will have both regional and interregional effects greater than the 

average. In addition, the figure shows how great the effects are. Thus, there are four quadrants 

where the lower left one shows counties with small multipliers in both dimensions and the upper 

right one with large multipliers in both dimensions. 

Several factors help explain why the multipliers for individual counties vary in the way that Figure 

3.5 shows. An important factor was addressed in the introduction of the chapter, namely how the 

cost of production is divided into input products and value added. The greater the proportion of 

input products, the higher the multiplier. The relatively low interregional multipliers of 

metropolitan counties have to do with the fact that they are just metropolitan counties. With large 

regional markets, it follows that they can buy inputs from suppliers in their own county.  

One might ask whether the results of the calculation examples we report stand up when using a 

more disaggregated approach. Such calculations are important expected results of the MRIO 
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project. These analyses will not be more disaggregated geographically, but both because of varying 

transport costs and varying sector compositions a more detailed commodity group analysis is 

likely to affect the results.  

A review of the thinking behind analyzes of upstream (purchasing) and downstream (selling) 

value chains can be done by following Wang et al (2017). There, the central concept is APL, 

average production length, which is a measure of the relative position of a production stage in an 

industry and region, in relation to the start and end point of the value chain. Their measure is a 

development of previous attempts by, for example, Antras et al (2012) to handle upstream and 

downstream linkages in a uniform way. 

To carry out the analyses, a theoretical reasoning is needed, see Wang et al (2017), Johnson & 

Noguera (2012), Borin et al. (2021) and Baldwin et al. (2022). It is based on the interaction 

between production, value added and indirect effects. A total gross production is induced in a 

supply chain based on a value-added package that starts in an industry and a county. The package 

goes through a number of production stages where it creates new gross production values. The 

more complex the processing process is, the more times the package creates new gross production 

values. The process ends when the package is purchased by the final customer. The length of the 

production chain measured in number of processing steps can then be calculated. The average 

length of the processing chain for the package is obtained by summing over end-user industry and 

county. 

The analysis points to the value of using an interregional approach. Anything else would be 

surprising given how important the supply of goods and services across the county border has 

become in the specialized economy. The first impression of these figures is how clearly the 

counties are grouped into four categories in four fields according to the level of multipliers. In 

conclusion, it is clear that only regional IO tables do not capture the interdependences that exist 

within the production system. This points to the value of Statistics Sweden's ongoing MRIO 

project with its interregional analyses. 

3.3 Demonstrations using network theory 

You can also analyze interregional value chains by using network theory, see, for example, Cerina 

el al (2014). In their study, this was done for international value chains, but such analyses can 

also be applied at regional level.  

In graph theory and network analysis, the measure betweenness centrality is used to measure a 

node's position on a network. It is a way to capture what influence a node has over the flow of 

information between nodes given a certain set of network connections. The algorithm calculates 

the shortest routes through the network between all pairs of nodes. 

As an illustration for this application, Figure 3.6 and Figure 3.7 are included, for Sweden as a 

whole, using an aggregation of all sectors and for all 21 sectors for Jönköping County. In the 

figures, the thickness of the links is proportional to the size of the value-added package.  

The first figure shows the domination of the three metropolitan areas in the Swedish interregional 

trade pattern. The main source of the domination they has as central nodes in the service 

production system. Another observation is that some regions are more peripheral than others. We 

see the regions of the north in these peripheral positions but also regions in southeast Sweden. 

One can note the more central positions of Östergötland and Jönköping county. 
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Figure 3.6 Network analysis of a model with interregional flow data aggregated across all 
sectors.  

 

Figure 3.7 Network analysis of a model with 21 industry aggregates and 21 counties with 
data for 2018. Example given for Jönköping County. 

 

Note: The graph has been constructed for intermediate flows greater than the average. 
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The Jönköping County economy has become separated into two parts through the network 

analysis. The manufacturing part of the economy has a complex network of interactions. For the 

service part, the figure clearly shows the importance of business services in the country and 

especially the real estate commodity group.  

The results of this calculation example indicate that a corresponding analysis for the hundreds of 

industries included in the MRIO project should be able to provide new insights into the 

interregional relationships. Corresponding analyses for international data can be found, for 

example, in Cerina et al (2014). We have complemented our MRIO analyses with calculations 

using global data from the IO tables constructed by Ivanova el al. (2019) and Thissen et al. (2019). 

However, these results will be reported elsewhere. 
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4. Application and use of MRIO 

4.1 Introduction 

In previous chapters, a review has been made of various components of ongoing development 

work to create a new generation of MRIO tables. It has been noted that Swedish regional 

statistics can be used in new ways to build accounting systems that include interregional trade 

by using sources in the field of transport statistics. Economic flows and their counterparts in 

delivered ton-kilometers are central to socio-economic calculations of investments in transport 

and communication systems. In the present chapter, we point to some areas of application 

where the MRIO tables may have particular interest. 

4.2 Regional development work 

Regulation (2017:583) on regional growth work states, among other things, that  

"Whoever is responsible for regional growth work shall (...) develop and define a strategy for 

the county's development (regional development strategy) and coordinate efforts to implement 

the strategy" (§7).  

"The regional development strategy shall be drawn up on the basis of an analysis of the 

specific conditions for sustainable regional growth and development in the county. The 

analysis shall take into account functional regional relationships both within, within, across 

county and national borders, as well as to different types of rural areas and urban areas" (§9) 

(our italics). 

A review of a number of current regional development strategies and their documentation 

reports in some of the largest counties (Västra Götaland, Skåne, Östergötland) indicates that 

functional regional connections within the counties have a given place in the regional 

development strategies. Functional relationships across county and national borders are given 

much less attention. Twenty years after the 'regionalisation' of regional policy, regional 

development strategies give the impression of being relatively intraregional documents in which 

the regions' relations and dependencies with the outside world play an obscure role.  

The endogenous growth theory and the EU's strategic work have also had a major influence on 

this development. The reporting on global value chains, GVC, has meant that the focus is raised 

to external relations, so that networks and agglomeration can also be considered as 

complements to external economies of scale.  

The reasons for this may, of course, be several, but one explanation is likely to lie in the fact that, 

with the exception of commuting statistics, in many areas there has been a lack of data on 

regions' trade and other exchanges with each other. In the absence of detailed data on external 

relations, which MRIO tables could offer, regions have had to concentrate on internal strategies.  

Another important regional development area is the regions' climate and energy strategies. A 

crucial reason why both Region Skåne, Västra Götaland Region and the Swedish Environmental 

Protection Agency are co-financiers in the MRIO project is that there is a great demand for 

models and methods to quantify the consumption-based emissions and follow up on the goals of 

this in the regional strategies. 

4.3 Regional analysis and forecasting system (Raps) 

Raps is a system of models for population, labour market, regional economy and housing market 

– models for individual regions as well as a multiregional model for all counties, see also Swedish 

Agency for Economic and Regional Growth (2017). Since Raps was launched in the late 1990s, the 

multiregional model has served as a model tool for, among other things, regional analyses and 

forecasts in connection with all long-term investigations, and to generate input to the Swedish 

Transport Administration's models for passenger and freight transport in connection with all 

national plans for transport infrastructure.  
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Integrating MRIO with Raps enables significant improvements, especially on three essential 

points. First, Raps becomes a sharper modeling tool. The regional economy model is now based 

on the national IO table. Through MRIO, the model can be built up with region-specific IO 

tables that reflect how IO dependencies vary between regions. Furthermore, with region-specific 

data for final use, supply balances are significantly better estimated than with the allocation 

keys currently in use.  

The second point is that MRIO-Raps opens up completely new analysis opportunities, with 

important policy implications. With current model tools, the multiplier effects of a larger 

investment can be estimated within the region where the investment takes place, while the effects 

in other regions, through the trade generated by the investment, cannot be estimated. MRIO 

makes it possible to estimate how the impact of an investment in a region is spread to specific 

regions in several stages. Because Raps is a system of models, it will also be possible to estimate 

how the region’s labour and housing markets provide the conditions for potential multiplier 

effects.  

The third point concerns the special importance of MRIO-Raps in improving inputs to the 

Swedish Transport Administration's passenger and freight transport models, Sampers and 

Samgods. We have previously mentioned that the Swedish Transport Administration uses 

matrices for commodity trading, PWC matrices, which are based on VFU data. At present, the 

restrictions on these matrices, i.e. supply and use by region and commodity group, are estimated 

using national data allocated to regions using employment data. MRIO, which is based on 

regionally specific micro data provides significantly more reliable estimates.  

 

4.4 Consumption-based emissions at a regional level 
Another important application of MRIO tables is calculation of consumption-based emissions at 
a regional level. Consumption-based emissions are already calculated at a national level, at a 
national level at national level, see SCB (2022) and Palm et el. (2019), see also Almström et al. 
(2018). With the MRIO table of Swedish counties that has been produced in this project, it is 
possible to estimate the emissions that for instance inhabitants in Stockholm County generates in 
the county itself, in other counties in Sweden and in other parts of the world, and it is also possible 
to estimate the distribution of where these emissions arise per county in Sweden and per country 
in the world. 

The input–output model used for this purpose can be described by the following equation where 

the consumption-based emissions in region r are calculated as 

𝑒𝑟 = �̂�𝐿𝑦𝑑
𝑟 + 𝑞(𝐴𝑚𝐿𝑦𝑑

𝑟 + 𝑦𝑚
𝑟 ) + 𝑓𝑟   (15) 

and where 

 𝑒𝑟 is the footprint in region r, each 𝑒𝑟 is in itself a vector of where in Sweden the emissions 

occur in the production of which products, 

 �̂�𝐿𝑦𝑑
𝑟 is the emissions that arise in Sweden due to the consumption in region r (s is the 

production-based emissions per product and county, L is the Leontief-inverse of the MRIO 

table), 

 𝑞(𝐴𝑚𝐿𝑦𝑑
𝑟 + 𝑦𝑚

𝑟 ) is the emissions that arise abroad due to the consumption in region r (q is 
the emission mulitpliers that describes the amount of emissions generated due to the 
imports of one SEK worth of a given product, Am is the input matrix of imported products 

as a share of the production value per product), 

 𝑓𝑟 is the direct emissions from households per region r. 

The model is completely analogous to the input–output model used at the national level, with the 
difference that the consumption vector y now constitutes 21 different consumption vectors yr, one 
for each county, each of them in turn containing a domestic part yd and an imports part ym. 
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In the figures below, some tentative results from the model are displayed. Figure 4.1 shows 
production-based versus consumption-based emissions per capita, per county and Figure 4.2 
shows the consumsumption-based emissions of Stockholm county, and where in Sweden the 
domestic part of these emissions arise. 

Figure 4.1 Production-based (blue bars) versus consumption-based (orange bars) emissions 
per capita, per county 2018. 

 

 

 

 
 
Figure 4.2 Consumption-based emissions of Stockholm county and how these emissions are 
distributed over the counties in Sweden. Note that direct emissions from households (e.g. 
emissions from driving car) is not included here. 
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5. Conclusions 

Knowledge of how regional economies are interrelated and with the rest of the world is crucial for 
an evidence-based climate and growth policy, but also for understanding how changes in global 
value chains affect Swedish regions. It is also important to understand how establishments, such 
as those that are now being built up in northern Sweden can affect the rest of Sweden.  
 
There needs to be a grouping of stakeholders that drives the development of unified MRIO tables. 
The project has shown in-depth knowledge needs to ensure the quality of the work and its results. 
This must be done in collaboration between authorities, universities and international research 
expertise. It is of great importance that the continued MRIO project is not only built on 
publication of statistics and databases but also on model developments. 
 
The work has brought Sweden closer to the research front in interregional input-output analysis. 
There is a need for continued development work on increasing the element of survey methods. 
Previous work has meant that data has been used that has been developed for other primary issues 
than interregional and international trade.  
 
The MRIO project has used a database for 2018 to test the different components. It is important 
that time series are created. The difficulty will be to make updates to VFU data and data for trade 
in services to make the MRIO tables empirically anchored in external survey data.  
 
One possible way forward for the development of MRIO tables is to use the work carried out 
within the framework of VFU by estimating MRIO matrices and PWC matrices at the same time 
through an in-depth collaboration between Transport Analysis and Statistics Sweden. For the 
years in which no VFU is implemented the MRIO matrices can be updated by RAS balancing.  
 
Statistics Sweden now has its own software, programmed in R, that can well compete with the 
infrastructure of leading countries such as Australia and Canada. Contacts have been created with 
international IO work. It is important that even stronger contacts be established with these 
international networks in the upcoming phase of the project.  
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