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Abstract

The aim of the paper is to provide a method of analysis that can

give a further insight into the interactions among industries and in-

stitutional sectors, in two different region. An application that relies

on a regional data base, inspired by the bi-regional Social Accoun-

ting Matrix, illustrates how macro multipliers ruling the multi-sector

multi-industry interactions can be defined and evaluated. This feature

greatly helps in showing the impact of the structure of macroeconomic

variables since all the possible behaviours of the economy are deter-

mined by those multipliers: either those patterns that have emerged,

because have been activated by the actual shock, and those that have

kept latent. The identification of macro multipliers allows for the con-

sistent definition of forward and backward dispersion, a tool especially

efficient in the study of propagation since it is not confined to prede-

termined structures of macroeconomic variables and still allows for the

determination of ”summary” measures of dispersion through industries

and sectors.
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1 Introduction

Some decades ago national accounts suffered of a fundamental dicho-

tomy between income-final demand accounts and output-interindustry flows

accounts. As Richard Stone pointed out (Stone, 1979) we faced two different

and separated accounting systems which acted independently with almost

no information exchange.

In the last decades the national accounting schemes have completely

realized the integration of the two aspects and one side provides the in-

formation support to the other, causing the progressive integration in the

actual accounting practice. Though integrated, the accounting scheme re-

mains flexible and open. Its matrix representation constitutes a consistent

nucleus that can be extended according the aims of the research. The Social

Accounting Matrix is the result of this expansion that can be moved forward

to include a greater set of economic and social phenomena at a substantial

degree of detail.

From the SAM approach emerges a model of circular income flow which

is more articulated than the usual one: each macroeconomic flow variable,

conveniently disaggregated, generates a second flow variable through the use

of a structural matrix and progressively so until the loop is closed. Final

demands determine total outputs and value added by industry; the latter

generates domestic incomes by factor which compose disposable incomes by

institutional sectors; these give rise to final demands closing the loop. In

multi-regional framework the income circular flow is separated among areas

analyzed. The linkages among the region are the same but the structural

matrix is partitioned by origin and destination of flows.

For facing these progresses in the design of a data base which provides

meaningful sectorization of the major macroeconomic variables, flexible tools

of analysis are needed, to get a deeper insight in the propagation phenomena

characterizing regional, sectoral and industrial interactions. In these phe-

nomena the scale, but especially, the structure of macroeconomic variables

play a major role. The traditional tools for studying propagation are those

provided by impact multipliers and linkage multi regional analysis. These

tools, however, design procedures that do not give a complete account of
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the effects of the changing structures of macro-variables.

The propagation analysis we propose is based on a decomposition that

allows for the identification and quantitative determination of aggregated

macro multipliers regional, which lead the economic interactions, and the

structures of macroeconomic variables, that either hide or activate these

forces. The analysis will be applied to an extended income-output bi-regional

loop that can be quantitatively tested forwarding a shock on a given macro-

variable and observing the effects on another macro-variable within the loop.

It will identify the most efficient structure, without confining on the equi-

distributed unitary shock. ”Summary” measures will be found, consistent

with the multi-regional, multi-sectoral and multi-industry framework, that

will allow to measure the degree of interaction among sector and industry

components.

In section 2 the discussion on impact multipliers and linkage analysis is

briefly referred to, in order to restate the ”statistical” purpose of summary

measures of linkage. In section 3 we describe the data base for our applica-

tion inspired to the bi-regional SAM, where there are two region, industries

and institutional sectors. Section 4 shows the extended circular flow loop

on which the analysis will be performed. In section 5 proposes a ”statisti-

cal” approach where the structural matrix is conveniently refined to obtain

a synthetic representation of the interactions. In the same section measu-

res of intraregional and interregional backward and forward dispersions are

stated with reference to the dominating macro multipliers. A summary re-

presentation is then provided, which relies on the concepts of backward and

forward dispersions, with the aim of determining the strength of bi-regional,

multi-sector and multi-industry interactions.

Appendix A shows formalization of an extended version of the income

circular flow (multi-sectoral model based on bi-regional Social Accounting

Matrix) where the interactions between industries and institutions could

be specified and evaluated, by two regions. Appendix B shows tables and

graphs for interregional analysis.
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2 Some considerations on multiplier and linkage analysis in bi-

regional framework

The original Input-Output (I-O) problem consists in the search for an

equilibrium output vector for the two region and n I-O sectors of the eco-

nomy. Since in the following section income will be disaggregated by insti-

tutional sectors, in order to avoid misinterpretation, we will use the term

industries for producing sectors, and the sector for institutional sectors.

Such vector conveniently faces the predetermined final demand vector f i by

industries, and the induced industrial demand. In bi-regional model we have

also the distinction between origin and destination for region of the flows

(M and I are two regions).

The equilibrium output vector is given by

x =

[
xM

xI

]
=

[
RMM RMI

RIM RII

][
fM

f I

]
(1)

where R = [I − A]−1 and A is the technical coefficients matrix, and gene-

rally exists, as in general the technology can be expected to be productive,

i.e. the technology is such that a part of total output is still available for

final uses, after the intermediate requirements have been satisfied. In this

case, A satisfies the Hawkins-Simon conditions. The Rij matrix is usually

referred to as the Leontief multipliers matrix and its elements, rij
ij , show the

direct and indirect intraregional -for i = j- or interregional -for i 6= j-, requi-

rements of industry output i per unit of final demand of product at industry

j, in the two regions. Extensive use is made of matrix R within the tradi-

tional multipliers analysis and a substantial part of linkage and key sectors

analysis is based on it. R matrix provides, in fact, a set of disaggregated

multipliers that are recognized to be most precise and sensitive for studies

of detailed economic impacts. These multipliers recognize the evidence that

total impact on output will vary depending on which industries are affected

by changes in final demand, into two region. The ith total output multiplier

measures the sum of direct and indirect input requirements needed to satisfy

a unit final demand for goods produced by industry i.

Research on linkage analysis dates back to the definitions elaborated

by Rasmussen of ”summary measures for the inverse matrix” (Rasmussen,
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1956). Developments in research have provided various definitions of lin-

kage (Hirschman, 1958) which have led to the indicators called nowadays

”forward linkages” and ”backward linkages”. These indicators are applied

to the technical coefficients matrix, to the Leontief inverse or to the ma-

trix of constant market shares (Ghosh, 1958) according the purposes of the

research.1

Refer to the origins through the Rasmussen definition, for example in

region M, he noted that the sum, rMM
.j , of ith column elements

rMM
.j =

m∑
i=1

rMM
ij (2)

corresponds to the total increase in domestic output from all industries in

region M needed to match an increase in the final demand for the product

of industry j by one unit in region M.

Similarly the sum, rMM
i. , of row elements i.e.

rMM
i. =

m∑
j=1

rMM
ij (3)

gives the increase in intraregional output of industry i needed, in order to

cope with a unit increase in the final demand for the product of each industry

in region M. We can take the interregional multipliers when the effect on

output in one region (M) that is caused by increase in final demand in

another region (I) (Miller and Blair, 1985).

For generic element of the matrix Rij in one region, we can take the ave-

rage, of rij
.j , and they will represent an estimate of the (direct and indirect)

increase in output to be supplied by an industry chosen at random if final

demand for the products of industry j expands by one unit, in the same

region (intraregional effects) or in another region (interregional effects):2

1However, from a modelling viewpoint, the fixed technical coefficient assumption is

conflicting with the constant market shares hypothesis, since a model based on fixed

technical coefficients will imply non constant market shares, and a model with constant

market shares will imply varying technical coefficients. This is the reason why we will

confine ourselves to the leontievian approach based on the concept of fixed technical

coefficients
2Rasmussen (1956)ibidem p.130.
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( 1
m

)
· rij

.j (j = 1, 2, ..,m) (4)

Similarly ( 1
m

)
· rij

i. (i = 1, 2, ..,m) (5)

can be regarded as the average increase in output to be supplied by industry

i if the final demand for the products of an industry chosen at random is

increased by one unit, in the same region when i = j (intraregional effects)

or in another region when i 6= j (interregional effects).

For performing consistent interindustry comparisons, we need to normalize

these averages by the overall average defined as

1
m2

m∑
j=1

m∑
i=1

rij
ij =

1
m2

m∑
j=1

rij
.j =

1
m2

m∑
i=1

rij
i. (6)

and thus consider the indices

πij
j =

1
m · rij

.j

1
m2 ·

m∑
j=1

rij
.j

(7)

and

τ ij
i =

1
m · rij

i.

1
m2 ·

m∑
i=1

rij
i.

(8)

The aim of the direct and indirect, intraregional or interregional, back-

ward linkage index πij
j , the power of dispersion in the Rasmussen definition

3, is to measure the potential stimulus to other industries from a demand

shock in any industry j, in one of two region. If πij
j > 1 an industry will

need a comparatively large production increase to meet a unit increase in

final demand for the products of industry j, in one of two region. When

πij
j < 1 industry j relies heavily on the system of industries and vice versa.

πij
j can be considered an index of the, intraregional or interregional, po-

wer of dispersion for industry j. This index describes the relative extent to

which an increase in final demand for the products of industry j is dispersed
3Rasmussen (1956) ibidem p.135.
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throughout the system of industries, in bi-regional context. The index also

expresses the extent of the expansion caused in the system of industries by

expansion in industry j.

The intraregional or interregional forward linkage τ ij
i , the sensitivity of

dispersion in sens of the Rasmussen definition, measures the degree at which

on industry output is used by other industries as an input in one region or

in another region. In the case of τ ij
i > 1, for given increases in demand,

industry i will have to increase its output more than other industries. Index

τi is an index of sensitivity of dispersion for the industry i. This index

expresses the extent to which the system of industries relies on industry i

and the degree to which industry i is affected by an expansion in the system

of industries.

It has to be stressed, however, that the Rasmussen definitions were of

statistical nature, since both measures were mean values of either outputs

or final demands of industries chosen at random in one region. For each

of these measures, in fact, he elaborated a coefficient of variation in fact a

standard deviation. In particular, for the power of dispersion we get

σij
.j =

√√√√ 1
m−1

m∑
i=1

(rij
ij −

m∑
i=1

rij
ij)

2

1
m

m∑
i=1

rij
ij

(j = 1, . . . ,m) (9)

and for the sensitivity of dispersion:

σij
i. =

√√√√ 1
m−1

m∑
j=1

(rij
ij −

m∑
j=1

rij
ij)

2

1
m

m∑
j=1

rij
ij

(i = 1, . . . ,m) (10)

Nevertheless the original statistical approach of the Rasmussen analysis pro-

gressively disappeared and the interpretation of his measures have definitely

become deterministic.

It has to be stressed,however, that all these measures, built starting from

sub matrix Rij , are not independent on the structure of either total output

vector, on which we observe the effects, nor on the structure of final demand
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vector on which we impose the unit demand shock.

The column sum of Rij sub matrix in equation [1] implies the consideration

of a set of final demand vectors of the type, in region i:

f i
1 =



1

0

0

.

0


, f i

2 =



0

1

0

.

0


, · · · , f i

m =



0

0

0

.

1


(11)

while the sum of row elements in equation [1] implies the consideration of a

final demand structure of the type in region i :

f i =



1

1

1

.

1


(12)

We can expect that these measures hold for demand vectors of varying

scale but with the same structures of equations [11] or [12]. However neither

the demand vector nor its changes will ever assume a structure of this type.

This is why some authors come to the drastic conclusion that ”linkage should

be never used” (Skolka, 1986).

On the other hand it is a common opinion that the structure of final

demand produces the most different effects on the level of total output

(Ciaschini, 1988c). Given a set of non zero final demand vectors, whose

elements sum up to a predetermined level, but with varying structures, we

will have to expect that the corresponding level of total output will also vary

considerably.

For these reasons we cannot confine our knowledge of the system to the

picture emerging from measures which can only show what would happen if

final demand assumed a predetermined and unlikely structure.
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3 The data base: Towards a Social Accounting Matrix for Mar-

che

The basic organization of the data base that has been built, is inspired

by social the accounting matrix scheme and follows the matrix presenta-

tion of regional economic accounts. The income circular flow is quantified

and connects data on the production process (final demand, total output

and value added generation) gathered by branches which play the role of

industries, with data on the distribution process (factor allocation of value

added, primary and secondary distribution of incomes) collected by institu-

tional sectors.

The matrix can be broken up into quadrants which can be further divided

into blocks. A brief sketch of blocks in each of the six sub matrices, as shown

in Table [1], can be easily described as follows:

• quadrant I - production, primary allocation, secondary distribution

and capital formation blocks in region M ;

• quadrant II - production, secondary distribution of incomes entering

in region M ;

• quadrant III - production, secondary distribution of incomes entering

in region rI ;

• quadrant IV - production, primary allocation, secondary distribution

and capital formation blocks in region rI ;

• quadrant V - production, primary allocation, secondary distribution

and capital formation blocks referred to Public Administrations;

• quadrant VI - operations with the rest of the world block.

Accounts are given in rows and columns corresponding to eight deno-

minations namely Output, Wage and Salaries, Other Incomes, Households,

Corporations, Capital formation, Public Administrations and Rest of the

World.

Each Quadrant in Table [1], then, gives account of the intraregional and

interregional flows of the two region and their allocation in different blocks
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Table 1: Bi-regional SAM table for the whole economyTable 1: Biregional NAM table for the whole economy. 

 

in order to describe the whole circular flow. Table [1] gathers data from 11

input output sectors [Agriculture, Oil, Energy, Metal & Chemical Products,

Machinery and Cars, Food, Tobacco & Alcoholic Beverages, Manufactu-

ring, Trade Transportation, Marketable Service, Non Marketable Services],

7 institutional sectors4 [I Income class, II Income class, III Income, class

IV Income class, V Income class, Corporations, Public Administration], 3

value added components [Wage and Salaries, Other incomes, Indirect Tax],

2 macro sectors [Rest of Italy, Rest of the world] for two regions. Last

Quadrants (V and VI) describe flows between regions and the public admi-

nistration and the rest of the world5

The results attained in bi-regional SAM encourage the attempt of buil-

ding an extended version of the bi-regional income circular flow where the

interactions between industries and institutions in two region could be spe-

cified and evaluated.6

4The Households Income Class are disaggregated for disposable income.
5For numerical determination see (Socci, 2004)
6See appendix A for the model.
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4 Intraregional and interregional relationships: summary approach

In this section we will explicitly consider the intraregional and interregional

interaction between industries and institutional sectors operating on the

structural matrices composing the loop in equations [20-29](see Appendix

A). We will also utilize the singular value decomposition in the attempt of

finding a ”summary” measures of propagation (see section 2).

The interactions among industries and institutional sectors, in each re-

gion, can be appreciated if one considers the direct and indirect effects of

disposable incomes on industry outputs. From the extended income output

circular flow we determine the structural sub matrix Rij that links a unit

change in disposable income by institutional sectors in one region to total

output by industries in same region or another region.

a)Intraregional analysis: region M

If we consider intraregional effect for region M, we have

RMM = RMM · DMM (13)

where DMM = [FMM +KMM ] gives the link between disposable income and

final demands shown in equation [25] and RMM is given in equation [29].The

intraregional loop, disposable income of domestic institutional sectors and

domestic output will be given

xMM = RMM · yMM (14)

Its numerical determination is given in Table [2]. Two additional rows

and columns show totals and quadratic moduli (||x||) of the row (column).

We can perform the singular value decomposition (Lancaster, 1985) of

data in the table and determine the intraregional macro multipliers (Cia-

schini and Socci, 2003).

Considering that matrix product (RMM )T · RMM is the matrix of the

deviations from zero of the effects of a unit domestic shock and that the

square roots of its eigenvalues are the singular values of matrix RMM , we can

conclude that each singular value in Table [3] can be interpreted as the share

of the deviations related to the associated eigenvectors. If we determine the

cumulated percentage shares, we see that the first two singular values cover
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Table 2: Direct and indirect effects of disposable incomes on industry out-

puts in region M
I II III IV V VI VII xi. ||x||

x1 0.16 0.14 0.13 0.13 0.12 0.11 0.11 0.91 0.35

x2 0.15 0.14 0.13 0.12 0.12 0.10 0.12 0.88 0.34

x3 0.09 0.08 0.08 0.08 0.07 0.06 0.06 0.53 0.20

x4 0.33 0.36 0.37 0.38 0.40 0.43 0.31 2.58 0.98

x5 0.33 0.42 0.49 0.54 0.62 0.76 0.40 3.57 1.40

x6 0.30 0.27 0.25 0.24 0.22 0.18 0.21 1.66 0.64

x7 0.07 0.06 0.05 0.05 0.05 0.04 0.04 0.35 0.14

x8 0.95 1.05 1.11 1.20 1.31 1.48 0.86 7.96 3.06

x9 2.13 1.91 1.74 1.67 1.56 1.30 1.43 11.74 4.49

x10 0.30 0.26 0.23 0.21 0.19 0.14 0.17 1.49 0.58

x11 0.13 0.13 0.12 0.12 0.12 0.12 1.05 1.80 1.09

x.j 4.95 4.82 4.70 4.75 4.79 4.72 4.76

||x|| 2.44 2.30 2.19 2.20 2.20 2.18 2.06

Table 3: Intraregional Macro multipliers and percent sum region M

Macro Percent

Multipliers sum

sMM
1 5.76 77%

sMM
2 0.92 89%

sMM
3 0.82 99%

sMM
4 0.02 100%

sMM
5 0.00 100%

sMM
6 0.00 100%

sMM
7 0.00 100%

the 89 per cent of total deviations. This means that we can confine our

analysis of intersectoral and interindustry intraregional interactions to the

first two macro multipliers to get results valid for the 89 per cent of the cases.

Rather than considering matrix RMM , which can be decomposed into the

sum of seven ”impact” components each one determined by a intraregional

macro multiplier:

RMM
0 = sMM

1 ·uMM
1 ·vMM

1 +sMM
2 ·uMM

2 ·vMM
2 +. . .+sMM

7 ·uMM
7 ·vMM

7 (15)

we can refer to matrix

RMM
0 = sMM

1 · uMM
1 · vMM

1 + sMM
2 · uMM

2 · vMM
2 (16)
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where components greater than 2 have been neglected with the aim of obtai-

ning ”summary” measures. Now the economic interactions are completely

determined by the first two aggregated intraregional macro multipliers sMM
1

and sMM
2 .

We note that in matrix RMM
0 , vectors

sMM
1 · uMM

1 =



sMM
1 uMM

1,1

sMM
1 uMM

2,1

sMM
1 uMM

3,1

.

.

.

sMM
1 uMM

11,1


, sMM

2 · uMM
2 =



sMM
2 uMM

1,2

sMM
2 uMM

2,2

sMM
2 uMM

3,2

.

.

.

sMM
2 uMM

11,2


(17)

are the result of splitting the two intraregional macro multipliers into the

eleven output sector. These two vectors represent both how each of the

intraregional macro multipliers affects outputs and how each industry output

is affected by the two intraregional macro multipliers, which quantify the

magnitude of industry-sector interactions: As we stressed in section 2, the

Table 4: Intraregional Forward dispersion: i.e. impacts on industry outputs of

intersectoral interactions, in terms of intraregional macro multipliers
First Second Forward Percent

impact impact Dispersion forward

component component dispersion

(uMM
1 · sMM

1 ) (uMM
2 · sMM

2 ) (modulus) (%)

x1 0.35 0.01 0.35 3%

x2 0.33 0.02 0.33 3%

x3 0.20 0.00 0.20 2%

x4 0.97 -0.05 0.98 7%

x5 1.34 -0.20 1.35 10%

x6 0.63 0.03 0.63 5%

x7 0.13 0.01 0.13 1%

x8 3.00 -0.34 3.02 23%

x9 4.47 0.18 4.47 34%

x10 0.57 0.02 0.57 4%

x11 0.63 0.81 1.02 8%

modulus 5.76 0.92 13.07

aim of the intraregional sensitivity of dispersion in the Rasmussen definition,
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τMM
i , -which generated the concept of the forward linkage- measures the

extent to which industries draw upon industry i and the degree of relevance

of each industry as a supplier.

As we see from Table [4], the expansion, in region M, of the ith industry

output is quantified by vector [sMM
1 uMM

1i , sMM
2 uMM

2i ] and its module. It

is to be noted that the industry expansion effect is measured with reference

to the two intraregional macro multipliers independently from the fact that

such multipliers have been activated by a change in domestic final demand or

a change in domestic disposable incomes influencing domestic final demands.

This feature allows for a generalization of the sensitivity of dispersion con-

cept. This concept can be used both in the case that the model is limited to

the Leontief inverse and to case were a larger output/income model is used

that includes also the income distribution process. In order to avoid misin-

terpretation we will define the intraregional forward dispersion, fdMM
i , as

the change in the value of the sales by industry i (to face a demand vector

generated by an increase in disposable income in all sectors). The percent

intraregional forward dispersion can be easily obtained dividing intraregio-

nal forward dispersion by its total value.

Table [4] produces an ordering of industries according the forward of di-

spersion: Industry 9 Transport and Trade (34%), 8 Manufacturing (23%), 5

Machinery and Cars (10%), 11 Service non market (8%), 4 Metal & chem.

Products (7%), 6 Food (5%), 10 Service market (4%), 2 Oil (3%), 1 Agri-

culture, (3%), 3 Energy (2%), 7 Tobacco and Alcoholic Beverages (1%).

On the other hand vectors

sMM
1 · vMM

1 = [sMM
1 · vMM

1,1 , . . . , sMM
1 · vMM

1,7 ]

sMM
2 · vMM

2 = [sMM
2 · vMM

2,1 , . . . , sMM
2 · vMM

2,7 ]

(18)

split the same two intraregional macro multipliers into the seven institutional

sectors and represent how the change in sectoral disposable domestic income

influences the two intraregional macro multipliers.

Again from section 2, the aim of index πMM
j , the power of dispersion

in the Rasmussen definition -which generated the concept of intraregional

backward linkage- was that of measuring the extent to which an increase in
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domestic final demand for products of industry j is dispersed throughout

the system of industries.

If we introduce in the interindustry model, institutional sectors and income

distribution, final demand will no more be exogenous but explained by in-

come distribution. Whatever multisectoral macro variable will it be, the

index will quantify the degree of relevance of each component of such macro

variable in stimulating the multipliers.

If the model under analysis had been the loop between domestic final

demand and output vectors [18] would have well represented the intraregio-

nal backward linkage i.e. the expansion caused by an expansion in industry

j. By analogy we can define intraregional backward dispersion, bdMM
j , as

the change in the value of the purchases by those industries that produce

goods according the consumption patterns of domestic income sector j. In-

traregional backward dispersion can be also determined in percent terms as

in Table [5].

Table 5: Intraregional Backward dispersion:i.e. impacts of a unit disposable

domestic income shock on economic interactions, in terms of intraregional macro

multipliers
First Second Backward Percent

impact impact Dispersion backward

component component dispersion

(vMM
1 · sMM

1 ) (vMM
2 · sMM

2 ) (modules) %

I 2.38 0.10 2.39 15%

II 2.28 0.00 2.28 15%

III 2.19 -0.08 2.19 14%

IV 2.19 -0.14 2.20 14%

V 2.19 -0.22 2.20 14%

VI 2.09 -0.37 2.12 14%

VII 1.88 0.79 2.03 13%

modules 5.76 0.92

We note that the fourth column of Table [4] corresponds to the modules

of the rows of table RMM
0 and that the same column in Table [5] gives the

modules of the columns of table RMM
0 , which at his turn approximates to

be RMM .

We can give a graphical representation of each element in the four vec-

tors. We will define the axis of the first intraregional macro multiplier, on
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which we measure the elements of vectors sMM
1 uMM

1 , sMM
1 vMM

1 and the

axes of the second macro multiplier, where we measure the elements of vec-

tors sMM
2 uMM

2 , sMM
2 vMM

2 . Then we will represent the couples (sMM
1 vMM

1,i ,

sMM
2 vMM

1,i ) i=1,. . .,7, with seven arrows, showing how the change in dispo-

sable income impacts on intersectoral interactions (intraregional backward

dispersion), in terms of the two intraregional macro multipliers; and cou-

ples (sMM
1 uMM

1,i , sMM
2 uMM

1,i ) i=1,. . .,11, with eleven dots, showing how in-

tersectoral interactions impact on industry outputs (intraregional forward

dispersion).

Figure 1: Sector and industry interactions region M - intraregional Backward

and Forward dispersions (absolute levels)

Figure [1] shows that, in addition to the information based on the modu-

les of the vectors, some further information can be achieved referring to the

directions of each vector. In order to perform consistent comparisons, inde-

pendently from the unit measures effects of outputs and incomes, we need

to standardize data in Table [2] taking the deviations from the mean values

and dividing by the standard deviations. We note that the singular value

decomposition of standardized data will result in the eigenvalue decomposi-

tion of matrices (RMM )T · RMM and RMM · (RMM )T which represent the

correlation matrices of sectoral incomes and industry outputs respectively.
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Intraregional and interregional relationships: ”summary” approach

We will then get the diagram in Figure [2].

Figure 2: Sector and industry interactions -Intraregional Backward and For-

ward dispersions standardized

Figure [2] allows for the identification of clusters of industries that move

together, i.e. respond linearly, to intersectoral interactions as quantified

by the two macro multipliers. This is done considering that the angular

distance of two dots will represent the correlation coefficient since:

Corr(xMM
i ,xMM

j ) = cos β =
xMM

i · xMM
j

|| xMM
i || · || xMM

j ||

in fact, if two industries ”move together”, we have to expect that they will

be located on the same line, relative to the two intraregional macro macro

multipliers.

From Figure [2], as for correlation coefficients we can identify a set of

industries clusters:

1st cluster: positive correlation (about 1) characterizes industry 1 Agricul-

ture, 2 Oil, 3 Energy, 6 Food, 7 Tobacco and Alcoholic and 10 Services

market;

2nd cluster: positive correlation (about 0.9) between industries 9 Transport
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Intraregional and interregional relationships: ”summary” approach

and Trade and 8 Manufacturing; negative correlation with others industries

3nd cluster: low negative correlation between 5 Machine and Car and indu-

stries 1, 2, 3, 4, 6, 7 and 10; positive correlation with industries 8 and 9;

4nd cluster: low positive correlation between 11 Services non market and

industries 1, 2, 3, 6, 7, and 10; low negative correlation with 4, 8, 9 and high

negative correlation with 5.

For what concerns the backward dispersion, the modulus of each vector

labelled I, II, III, IV, V, VI, VII, represent the stimulus forwarded to the

interindustry interactions by a unit change in disposable income by insti-

tutional sector. From Figure [2] we note that in our example the effects of

disposable incomes of institutional sectors from I to VI are highly correlated,

more than 90 per cent in terms of correlation coefficient. Only sector VII,

Administration, seems to exhibit a different pattern.

Figure [2], in addition, allows for a cross comparison sectors/industries

which can identify the ”strength” of the link between sectors and industries

in terms of cross correlation coefficients.

Table 6: Cross Correlation coefficients between industries and sectors in

region M
I II III IV V VI VII

x1 1.00 1.00 0.99 0.98 0.98 0.95 0.89

x2 1.00 1.00 0.99 0.99 0.98 0.95 0.89

x3 1.00 1.00 0.99 0.98 0.98 0.95 0.89

x4 0.87 0.85 0.82 0.80 0.77 0.71 1.00

x5 -0.64 -0.68 -0.71 -0.74 -0.77 -0.82 -0.19

x6 1.00 0.99 0.99 0.98 0.97 0.95 0.90

x7 1.00 1.00 0.99 0.99 0.98 0.95 0.89

x8 -0.98 -0.99 -0.99 -1.00 -1.00 -1.00 -0.75

x9 -1.00 -1.00 -0.99 -0.99 -0.98 -0.96 -0.88

x10 1.00 0.99 0.99 0.98 0.97 0.95 0.90

x11 0.44 0.49 0.52 0.55 0.59 0.67 -0.05

Table [6] shows high positive correlations between sectors I, II, III, IV,

VI and VI and industry 1, 2, 3, 6, 7 and 10; sector VII and industries 4

and 10. Positive correlations between industries 4 and 10 and sectors I, II,

III, IV, VI and VI; sector VII and industries 1, 2, 3, 6 and 7. It shows low

positive correlations between industry 11 and sectors I, II, III, IV, VI and
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VI. While it shows high negative correlations between industries 8 and 9 and

sectors I, II, III, IV, VI and VI. Table shows negative correlation between

sector VII and industries 8 and 9; low negative correlations between sector

VII and industries 5 and 11.

b)Intraregional analysis: region I

In this case our analysis concerns the region I. When the shock is rela-

tive to institutional sector income of region I we can find synthetic indexes

that shows the linkages between industries and institutional sectors. If we

consider intraregional effects for region I, we have

RII = RII · DII (19)

Its numerical determination is given in Table [7]. We can perform the sin-

Table 7: Direct and indirect effects of disposable incomes on industry out-

puts in region I
I II III IV V VI VII xi. ||x||

x1 1.10 1.04 1.01 0.93 0.81 0.67 0.98 6.5 2.5

x2 1.41 1.33 1.30 1.20 1.05 0.87 1.28 8.4 3.2

x3 0.51 0.49 0.48 0.44 0.39 0.33 0.47 3.1 1.2

x4 3.23 3.10 3.07 2.88 2.59 2.23 3.02 20.1 7.7

x5 2.26 2.19 2.18 2.07 1.90 1.69 2.15 14.4 5.5

x6 1.49 1.40 1.36 1.25 1.09 0.89 1.32 8.8 3.4

x7 0.30 0.28 0.27 0.25 0.22 0.18 0.26 1.8 0.7

x8 4.67 4.49 4.44 4.17 3.76 3.24 4.33 29.1 11.1

x9 11.15 10.57 10.33 9.55 8.41 7.02 10.01 67.0 25.6

x10 1.44 1.35 1.32 1.20 1.04 0.85 1.27 8.5 3.2

x11 2.87 2.73 2.67 2.47 2.18 1.83 3.68 18.4 7.1

x.j 30.4 29.0 28.5 26.4 23.4 19.8 28.8

||x|| 13.3 12.7 12.4 11.5 10.2 8.6 12.3

gular values decomposition of data from table [7] and determine the intra-

regional macro multipliers (singular values), table [8]. The first two macro

multipliers account for about 98 per cent of the intraregional phenomena.

Considering only sII
1 and sII

2 macro multipliers approach above mentioned,

we can find synthetic index for intraregional phenomena. Forward disper-

sion index results are calculated as above, table [9], using vectors uII
1 and

uII
2 and they are splitted into first and second components relative to macro

multipliers (sII
1 ·uII

1 and sII
2 ·uII

2 ). In table [9] we observe that intraregional
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Table 8: Intraregional Macro Multipliers and percent sum region I

Macro Percent

Multipliers sum

sII
1 30.90 96%

sII
2 0.97 98%

sII
3 0.48 99%

sII
4 0.15 100%

sII
5 0.00 100%

sII
6 0.00 100%

sII
7 0.00 100%

Table 9: Intraregional Forward dispersion: i.e. impacts on industry outputs of

intersectoral interactions, in terms of intraregional macro multipliers
First Second Forward Percent

impact impact Dispersion forward

component component dispersion

(uII
1 · sII

1 ) (uII
2 · sII

2 ) (modulus) (%)

x1 2.50 0.02 2.50 4%

x2 3.22 0.01 3.22 5%

x3 1.19 0.00 1.19 2%

x4 7.65 0.04 7.65 11%

x5 5.47 0.04 5.47 8%

x6 3.36 0.02 3.36 5%

x7 0.67 0.01 0.67 1%

x8 11.06 0.09 11.06 16%

x9 25.57 0.19 25.57 36%

x10 3.24 0.02 3.24 5%

x11 7.05 -0.95 7.11 10%

modulus 30.90 0.97 71.06

forward dispersion in per cent terms among industries. On the other side,

we consider Backward dispersion index, table [10], from vectors rows vII
1 to

vII
2 . As above we can give a synthetic representation through the graph,

figure [3], where absolute level data are used.

Also in this case, in order to perform consistent comparisons, indepen-

dently from the unit measures effects of outputs and incomes, we need to

standardize data in Table [7] taking the deviations from the mean values

and dividing by the standard deviations. We will then get the diagram in

Figure [4]. With reference to correlation coefficients three industry clusters

can be identified:
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Table 10: Intraregional Backward dispersion: i.e. impacts of a unit disposable

domestic income shock on economic interactions, in terms of intraregional macro

multipliers
First Second Backward Percent

impact impact Dispersion backward

component component dispersion

(vII
1 · sII

1 ) (vII
2 · sII

2 ) (modulus) %

I 13.33 0.17 13.33 16%

II 12.67 0.17 12.67 16%

III 12.43 0.17 12.43 15%

IV 11.52 0.16 11.52 14%

V 10.20 0.15 10.20 13%

VI 8.59 0.13 8.59 11%

VII 12.31 -0.89 12.34 15%

modulus 30.90 0.97

1st cluster: Positive correlation (about 1) characterizes industry 1 Agricul-

ture, 2 Oil, 3 Energy, 6 Food, 7 Tobacco and Alcoholic and 10 Services;

2nd cluster: Negative correlation (about -1) observed between industry 4

Metal and Chemical and 1 Agriculture, 2 Oil, 10 Services;

3nd cluster: low (positive and negative) correlation from 11 Services non

market and the other industries.

From Figure [4] we note highly correlated among all institutional sectors,

but only for sector VII seems to exhibit a different pattern.

We finally see that three clusters are formed between the institutional

sectors and the industries. First cluster shows a high positive cross correla-

tion between all the institutional sectors and industries 4, 8 and 9. Second

cluster presents a high negative cross correlation between all the institutio-

nal sectors and the industries 1, 2, 3, 5, 6, 7 and 10. Last cluster sees a low

cross correlation among the industry 11 and the institutional sectors.

b)Interregional analysis: M vs I and I vs M region

We can perform the singular values decomposition on matrix RM,I and

RI,M and determine the intraregional backward and forward dispersion.

Table [11] shows intraregional macro multipliers M vs I and I vs M region.

The two components, associated to the macro multipliers, bring the di-

rect and indirect effects on the product of the two regions, when there are

not variations on local institutional sectors income. Table [12] we observe
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Figure 3: Institutional Sector and Industry interactions region I- intraregio-

nal Backward and Forward dispersions (absolute levels)

Forward dispersion. In particular, key industries into region M are 9 Trans-

port and Trade, 8 Manufacturing and 4 Metal and Chemical, when the shock

is given on income of institutional sectors into region I. While key industries

in region I are 9 Transport and Trade, 8 Manufacturing, 5 Machine and

Car, 4 Metal and Chemical and 11 Services non market. Table [13] shows

interregional backward dispersion. institutional sectors I, II, and VII are

important on output of the region M, while sector VI is not important. All

institutional sectors are important for output of the rest of Italy, except

the public administration. We can give a graphical representation of this

phenomena. The horizontal axis relative to the first intraregional macro

multiplier, while the vertical axes relative to the second intraregional ma-

cro multiplier. Figure [5] shows the link among industries of region M and

institutional sectors of region (M vs I) and Figure [6] shows relationship

industries region I vs institutional sectors of region (I vs M).

In order to perform consistent comparisons, independently from the unit

measures effects of outputs and incomes, we need to standardize data ta-

king the deviations from the mean values and dividing by the standard
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Figure 4: Institutional Sector and Industry interactions -Intraregional Bac-

kward and Forward dispersions standardized

Table 11: Macro multipliers and percent sum interregional
region M vs I region I vs M

Macro Percent Macro Percent

Multipliers sum Multipliers sum

s1 1.22461 99.597% 32.0874 99.277%

s2 0.00296 99.838% 0.1920 99.871%

s3 0.00174 99.979% 0.0245 99.947%

s4 0.00025 100% 0.0171 100%

s5 0 100% 0 100%

s6 0 100% 0 100%

s7 0 100% 0 100%

deviations. We note that the singular value decomposition of standardized

data will result in the eigenvalue decomposition of interregional matrices,

which represent the correlation matrices of sectoral incomes and industry

outputs respectively. We will then get the diagram in Figures [7] and [8].

For interregional cross correlation among institutional sectors of region I

and industries of region M we observe, graph [7]: all institutional sectors

are negative cross correlation with industries 1, 2, 3, 4, 5, 6, 7, 10 and 11;

all institutional sectors are positive cross correlation with industries 8 and

9. On the other side, output region I vs sectoral incomes region M, graph
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[8], we have: negative cross correlation between all institutional sectors and

industries 1, 2, 3, 5, 6, 7, 10 and 11; all institutional sectors are positive

cross correlation with industries 4, 8 and 9.
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5 Conclusions

The origin of linkage analysis, in the study of propagation phenomena th-

rough industries, was that of finding ”summary” measures of dispersion and

of applying them on interindustry data in a statistical way. However, in

later developments, the original statistical approach has been progressively

abandoned and the interpretation of these measures have definitely become

deterministic. Further developments have proposed problem specifications,

such that based on the assumption of constant market shares, conflicting

with the hypothesis of fixed technical coefficients. On the other hand deve-

lopments in national accounts have provided a consistent data base for the

enlargement of the traditional Leontief framework to problems of income

distribution on the lines explored by Miyazawa.

Our attempt has been that of taking inspiration from some of these

developments to design measures of dispersion, either ”summary” and ”sta-

tistical”, that can be applied both to a traditional Leontief framework and

to an enlarged model, where income distribution can be also taken into

consideration. The results have been discussed on the basis of a specific bi-

regional model whose data base we have tried to render consistent, having

in mind a bi-regional social accounting scheme.

The emerging enlarged income flow has been analyzed identifying the

intraregional and interregional macro multipliers that ”rule” the flow. Once

identified these multipliers, that represent the potential scale of all the pos-

sible types of dispersions through industries and sectors, we evaluated both,

intraregional and interregional, backward and forward dispersions with re-

ference to them. This procedure generates a set of indices -in absolute and

percent values- for the (intraregional and interregional) industry-forward-

dispersion and (intraregional and interregional) sector-backward-dispersion

which quantify, respectively, the change in the value of the sales by industry

i, in region M or I, to face a demand vector generated by an increase in di-

sposable income in all sectors in region M or I, and the change in the value

of the purchases by those industries in region M or I that produce goods

according the consumption patterns of income sector j in region M or I.

An extension of the method has also been provided in terms of a ”sum-
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mary” graphical representation. The standardization of data, in fact, pro-

duces a representation, explainable in terms of correlation analysis, which

allows for an immediate interpretation of the strength of the mutual links

among and between the disaggregated components of total output and di-

sposable income. A synthetic picture of the working of intraregional and

interregional sector-industry-interactions is then attained in graphical and

quantitative terms.
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Appendix A: Bi-regional/ Multi-sectoral model

A Appendix A: Bi-regional/Multi-sectoral model

Our distributive structural matrices will be given by

Bi-regional Gross value added generation(by industry)

v(x) =

[
vM

vI

]
=

[
LM 0

0 LI

]
·

[
xM

xI

]
(20)

where LM and LI [11,11] give the value added by industry starting from the

output vector and technical coefficients matrix for the two regions.

Bi-regional Gross value added allocation(by VA components)

cv(x) =

[
cvM

cvI

]
=

[
VM,M VM,I

VI,M VI,I

]
·

[
vM

vI

]
(21)

where Vij [3,11] represents the intraregional and interregional distribution

of value added to the factors (components) .

Bi-regional Primary distribution of income(by Institutional sub-sectors)

siv(x) =

[
sivM

sivI

]
=

[
PM,M 0

0 PI,I

]
·

[
cvM

cvI

]
(22)

where P[7,3] represents the intraregional distribution factors’ value added

income to the sectors.7

Bi-regional Secondary distribution of income(by Institutional sub-sectors)

y(x) =

[
yM

yI

]
=

{[
I1 0

0 I2

]
+

[
TM,M TM,I

TI,M TI,I

]}
·

[
sivM

sivI

]
(23)

where Tij [7,7] represents intraregional and interregional net income trans-

fers among sub-sectors.

Bi-regional Final demand formation(by industry)

f(x) =

[
fM

f I

]
= F ·

[
yM

yI

]
+ K ·

[
yM

yI

]
+

[
0fM

0f I

]
(24)

where F provide the consumption demand structure by industry and is given

by the product of two matrices,

F =

[(
1FM,M 1FM,I

1FI,M 1FI,I

)
·

(
CM 0

0 CI

)]
7Interregional distribution factors’ value added income is zero.
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where 1Fij [11,7] transforms the consumption expenditure by institutional

sector into consumption by industry and Cij [7,7] represents the consump-

tion propensities by institutional sector.

K represents the investment demand and is given by

K =

[
1KM,M 1KM,I

1KI,M 1KI,I

]
·

[
sM 0

0 sI

]
·

[(
I1 0

0 I2

)
−

(
CM 0

0 CI

)]

where K1[11,7] represents the investment demands to I-O industry and dia-

gonal matrix s represents the share of private savings which is transformed

into investment i.e. ”active savings” in two regions. Finally, 0f j is a vector

of 11 elements which represents exogenous demand.

If we put Dij = Fij + Kij equation[24] becomes

f(x) =

[
fM

f I

]
=

[
DM,M DM,I

DI,M DI,I

]
·

[
yM

yI

]
+

[
0fM

0f I

]
(25)

substituting through the equations [20]-[24] in 25 we get

f(x) = D · [I + T] · P · V · L · x + 0f (26)

We now turn to the output generation process which is ruled by the Leontief

model.

Output generation[
xM

xI

]
+

[
mM

mI

]
=

[
AM,M AM,I

AI,M AI,I

]
·

[
xM

xI

]
+

[
fM

f I

]
(x) (27)

where mj represents imports, Aij the technical coefficients matrix, f i(x)

represents the demand vector. Imports have been considered as exogenous

variable and in the model, which are used exports net variable defining

d=0f i −mi. Substituting equation 26 in 27 and solving for xi we finally get
[

xM

xI

]
=

{ [
I1 − AM,M −AM,I

−BI,M I2 − AI,I

]
−

[
DM,M DM,I

DI,M DI,I

]
· (I + T) · P · V · L

}−1

· d

(28)

We can to write the last equation

R =

{[
I1 − AM,M −AM,I

−AI,M I2 − AI,I

]
−
[

DM,M DM,I

DI,M DI,I

]
·(I+T)·P·V ·L

}−1

(29)
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Appendix B: tables and graphs interregional analysis

Matrix inverse R is composed from four sub-matrices and they show intra-

regional and interregional, direct and indirect, effects.

R =

[
RM,M RM,I

RI,M RI,I

]
(30)

B Appendix B: tables and graphs interregional analysis

Table 12: Interregional Forward dispersion

M vs I I vs M

first second first second

component component fdi fdi component component fdi fdi

(uMI
1 · sMI

1 ) (uMI
2 · sMI

2 ) (modulus) (%) (uIM
1 · sIM

1 ) (uIM
2 · sIM

2 ) (modulus) (%)

x1 0.17 0.00172 0.167 6% 2.99 0.081 3.00 4%

x2 0.09 0.00026 0.085 3% 3.51 0.029 3.51 5%

x3 0.10 0.00102 0.098 3% 1.37 0.018 1.37 2%

x4 0.24 -0.00130 0.238 8% 8.79 -0.088 8.79 12%

x5 0.22 -0.00015 0.225 8% 6.01 -0.067 6.01 8%

x6 0.16 0.00090 0.161 6% 4.13 0.126 4.13 5%

x7 0.04 0.00045 0.040 1% 0.75 0.0150 0.75 1%

x8 0.64 -0.00124 0.635 22% 11.74 -0.00055 11.74 16%

x9 0.93 0.00063 0.935 33% 26.21 0.0142 26.21 35%

x10 0.09 0.00010 0.090 3% 3.29 -0.0198 3.29 4%

x11 0.19 -0.00019 0.187 7% 6.31 -0.0033 6.31 8%

modulus 1.22 0.00296 32.09 0.192

Table 13: Interregional Backward dispersion

M vs I I vs M

first second first second bdi bdi

component component component component

(vMI
1 · sMI

1 ) (vMI
2 · sMI

2 ) (modulus) (%) (vIM
1 · sIM

1 ) (vIM
2 · sIM

2 ) (modulus) (%)

I 0.53 0.0016 0.53 17% 12.65 0.12210 12.652 15%

II 0.51 0.0008 0.51 16% 12.55 0.05694 12.546 15%

III 0.50 -0.0001 0.50 15% 12.47 0.00330 12.473 15%

IV 0.46 -0.0007 0.46 14% 12.38 -0.01582 12.384 15%

V 0.40 -0.0013 0.40 13% 12.27 -0.04712 12.265 14%

VI 0.33 -0.0018 0.33 10% 12.08 -0.12738 12.084 14%

VII 0.48 0.0006 0.48 15% 10.33 0.00124 10.332 12%

modulus 1.22 0.0030 32.09 0.19199
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Figure 5: Interregional Backward e Forward dispersion: region M vs region

I (absolute level)

Figure 6: Interregional Backward e Forward dispersion: region I vs region

M (absolute level)
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Figure 7: Sector in region I and industry in region M interactions -

Interregional Backward and Forward dispersions standardized

Figure 8: Sector in region M and industry in region I interactions -

Interregional Backward and Forward dispersions standardized
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