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Abstract. This paper returns to the input-output model ubgdthe SNA, with its two
rectangular matrices, Supply (or Make) and Use te#t a large importance in national,
regional and interregional economic analysis. \Weu$ on the product-by-product input-
output tables (Eurostat’'s models A and B). Tweralating hypothesis are possible, that of
“product technology”, almost universally adoptedhin the framework of SNA (Eurostat
model A) and that of “industry technology” (Eurddamodel B). One examines the
calculability of the model when the product-teclogy hypothesis is selected. As the
negatives are systematical in the inverse of theixnaf the supply matrix, they are an issue
if they appear in the symmetric matrix of technicakfficients or in the inverse matrices
(negative flows are nonsense) but also if they appear in the intermediary matrices
because they correspond to negative probabilitresefore impossible, and the economic
interpretation of the model in terms of Markov clgibecomes impossible. The model
requires the matrices to be square what removes rafithe interest of the model. The
arguments are based on an attentive reading afrtpmal documentation of the SNA. The
same conclusions should be able to be transpasatitis mutandisto the industry-by-
industry input-output tables when thiged industry sales structurassumption is posed —
Eurostat’s model C.
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1 Introduction

The two-matrices-input-output model, so-called Syshfse or Make-Use, is the basis
for most charts of national accounting as the SMAystem of National Accounfsnited
Nations (1968, 1993, 1999, 2001hut it is also considered as very useful and meaéistic
than the traditional input-output model for regiboa interregional modeling (Oosterhaven
1984). This model is based on two matrices becdhseone-to-one correspondence
sector/product is abandoned to the benefit of tmsindtion between industries and
commodities, a same product being able to be pextiby many industries, and reciprocally.
One encounters:

* The Use matrix which is analogous to the Leontief matridavhich describes a linear
production function with complimentary inputs.

* The Makeor Supplymatrix which describes which industry producesacihtommodity
and reciprocally.

Actually, Eurostat (2008) considers two types dida, the product-by-product input-
output tables by making an assumption on the tdoggpand the industry-by-industry input-
output tables by making the assumption of “fixelsatructure”. In this paper, we focus on
the product-by-product input-output tables, Eurb&808, p. 310) saying that “product-by-
product input-output tables are believed to be nmmm@ogeneous in terms of cost structures”
while the industry-by-industry input-output tablése close to statistical sources and more
heterogeneous in terms of input structures. Itaiaeto be seen in empirical research which
type of tables is the better option for comparisaosss nations...” (Eurostat 2008, p. 310).
The demonstrations could be transposed to the tindbg-industry tables; see Rueda-
Cantuche and ten Raa (2008) for a fine analysiseofixiomatics of those tables.

Two hypotheses are set by the SNA 1993 to tramsfguts and associated inpats:

* The technology based on commoditiedso calledproduct-technology assumption
which corresponds to Eurostat’'s Model A: “Each preids produced in its own specific
way, irrespective of the industry where it is proed” (Eurostat 2008, p. 297). This

! See also Blades (1989), Van Bochove and Bloem7(18&noli (1994), Lawson (1997)

and Guo et al. (2002).

% This excerpt from the SNA 1993 (United Nations 20€em 15.144 and 15.145):

“The mathematical methods used when transferringutsiand associated inputs hinge on
two types of technology assumptions:

(a) Industry (producer) technology, assuming tHapeoducts produced by an industry are
produced with the same input structure;

(b) Product (commaodity) technology, assuming thatauct has the same input structure in
whichever industry it is produced.

The importance of the role played by the assumgti@pends on the extent of secondary
production, which depends not only on how producisoorganized in the economy, but also
on the statistical units and the industry breakdomwthe tables. More secondary production
will appear with institutional units than with esiesshments, and more secondary production
will inevitably be found in more detailed tabiles

These two alternative models can also be combimedmnixed models (Gigantes, 1970; ten
Raa, Chakraborty and Small, 1984; Miller & Blai85); for a review see ten Raa and
Rueda-Cantuche 2003. Konijn and Steenge (199% Hdescribed a model that uses von
Neumann’s activities: we do not examine it here.

Stone (1961, pp. 107-108) is at the origin of thesehypotheses.
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hypothesis is recommended by the new SNA evemigérgees negatives: “Economically,
the commodity technology assumption makes moreestran the industry technology
assumption” (United Nations 1999, p. §7).

» Or thetechnology based on industrjedso calledndustry technology assumptiomwhich
corresponds to Eurostat's Model B: “Each industgs hts own specific way of
production, irrespective of its product mix” (Eutais2008, p. 297). This hypothesis was
recommended by the former SNA 1968 (United Natib®88) but the present SNA 1993
considers that it is incoherent because it leadsdoherent “cooking recipes” (United
Nations 1999, p. 99; Aimon 2000). Unlike the proiechnology assumption, it violates
the last three of the following list of four dedite axioms: materiel equilibrium, financial
equilibrium, price invariance, scale invariance Ktansen and Thijs Ten Raa 1990; ten
RAA and Rueda-Cantuche 2003; ten RAA 2005) and t@dnNations 1999, pp. 100-
103)* Following ten Raa (2005), this is an obvious o@a® abandon the hypothesis
based on industries.

This paper wants to examine the question of thatnezs in the Supply-Use model
when the hypothesis of thhechnology based on commodities is chos€arious approaches
have been proposed by some authors to eliminat@dbative terms (Almon 1970, 2000;
Armstrong, 1975; Rainer 1989; Steenge 1990; RaindrRichter 1992; Mattey 1993; Mattey
and ten Raa 1997; for a review, see ten Raa andaRDantuche (2003)). Even if they allow
solving the problem of negatives, they cannot beentban a stopgap because the negative
terms are not caused by some errors or by the rpresef different technologies or by
heterogeneous classifications, but are inherenthéonature of th@éechnology based on
commoditiesin the Supply-Use model. Indeed, they are necidgsproduced by the
inversion of the matrix of output proportions oflustries, and are present at least one by row
and one by column in the inverse of this matrix (desnard, 2004). Intuitively, one
understands that these terms are bothering budeybthis, it is necessary to ponder about
their economic and mathematical meaning. This wailow demonstrating that SNA’s

% For the SNA 1993 (United Nations 2001, item 15)147

“... the product (commodity) technology model seemeetd the most desirable properties,
i.e., the axioms of material balance, financialdate, scale invariance and price

invariance. It also appeals to common sense affolisd a priori more plausible than the
industry technology assumption. While the prodechnology assumption thus is favoured
from a theoretical and a common sense viewpointay need some kind of adjustment in
practice. The automatic application of this metiad often shown results that are
unacceptable, insofar as input-output coefficisusetimes appear as extremely improbable
or even impossible

* For the SNA 1933 (United Nations 2001, item 15)146

“On theoretical grounds, ... by referring to certaiiaans of desirable properties one may
come somewhat closer to a choice between thesethnology assumptions. On this basis,
the industry technology assumption performs ragiaarly, as being:

(a) Highly implausible;

(b) Not price invariant, which means that valuésarrent prices are affected;

(c) Not scale invariant, due to its fixed marked® property, which means that the
coefficients that follow may vary without changeédgohnique;

(d) Not maintaining financial balance, which medinat the axiom of revenue being equal to
cost plus value added for each commodity is not met

(e) The Leontief material balance (total outpunput-output coefficients * total output +
final demand) is however niet



2008 International Input-Output Meeting, Sevillalyd9-11, 2008 4

approach to fix the problem is wrong: the diffiquttannot be solved by arranging the data or
by creating a mixed hypothesis.

2 The product-technology hypothesis

In the rectangular models such as SNA, one corssislr rectangular homogeneous
matrices. The Use matrix, notet indicates which quantity of each product eachustd’
buys in order to producey; is the quantity of input used by industry. For example, for 2

industries and 3 products:
ull u12 e.l. ql

o Y2 & % commodities
(1) Uy Ugp & G
W W,

XX
Industries

where x is the output of industry (x > Ofor all i), w; is the value added of industyy
(w, >0for all j), g is the total production of commodity( g, > Ofor all i), g is the amount
of commodityi sold to final demandg > for all i).

The Supply (or Make) matrix, notad indicates which quantity of each product each
industry produces, wherg is the quantity of goofiproduced by industry For example:

|:V11 V12 V13:| X1
@) Vo, Vo, Vol X, Industries

G 9, G
Commodities

This table is similar to those of Miller & Blair 985, p. 160) but it is transposed by
respect to Eurostat (2008, p. 311). Four accogntentities are givers being the sum or
identity vector, i.e.s' = (1...1), prime denoting the transposition:

3) x=Vs
4) x=U's+w
(5) g=Us+e

6) q=V's
Technical coefficients are defined by:
@) B=UX™

® For the SNA (United Nations 2001, item 15.148):

“Further improvement of the input-output tables bamrmade in the following ways:

(a) Make proper adjustments to the basic datastoabtain a supply and use table of good
quality, since this will in fact mean more to theality of the symmetric tables than the
choice of technology assumption;

(b) Introduce other models like mixed technologygets whenever modifications of the
basic input-output model are to be made, howevemticated to implemeth

® Industries are called “establishments” by Stor@(1. p. 107).
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By combining (5) and (7), one obtains:
(8) g=Bx+e

In connection with the way in which matri¥ must be read, two alternative
assumptions are posed, that of product techno®@mined here, and that of industry-based
technology, recalled in annex. The derivation afdeis' solution will follow the standard
presentation of Miller & Blair (1985 pp. 159 -.”).It is possible to present the complete
solution of these models: each assumption generateaccounting identities (commodities /
commodities and industries / industries) and foowerse matrices (commodities /
commodities, commodities / industries, industriegllstries and industries / commodities).

While noting byA(U,V) the matrix of the direct requirements in internag¢eligoods

formed when one of the two polar assumptions isehpthe four axioms of Kop Jansen and
ten Raa (1990), ten Raa and Rueda-Cantuche (2083safollows (the hat over a vector
indicates the diagonal matrix formed from this wert

material balanceA(U,V)V's= Us,

financial balances A(U,V)V'=sU,

price invariance A(pU, Vp) = pA(U,V)p for all price vectorp >0

scale invarianceA(UK,kv )= A(U,V) for all scale factor vectok > 0.

In the product-technology hypothesis, as Miller &aiB (1985, p. 165) say: “the
total output [x ] of any industry i is composed of goodg][in fixed proportions”, and the

input structure of a product does not depend onitdestry which produces really this
commodity; that is, the matrig is fixed? °

\.
9 ¢ :;" orC=V'x™

For Miller & Blair (1985), this assumption is apgdble to secondary products but for
Rainer (1989), it is not suitable for some secopgapducts as mineral oil industry. The
1993 System of National Accounts prescribes thelymttechnology hypothesis (United
Nations 1999, p. 98-99), mainly because it fulfillee four desirable axioms cited above
(materiel equilibrium, financial equilibrium, prigevariance, scale invariance).

From (6) and (9) one obtains
(10) x=C™q
what indicates how the goods are produced by iniggshbut requires calculating the inverse
of C. Remember that is invertible because it is the productbfind of an invertible matrix

from (9)),V being invertible from ten Raa’s theorem 7.1 (teraRnd van der Ploeg 1989, p.
89). Combining (10) with (8) gives:

(11) g=BC*'g+e- q=A°(U,V)q+e

’ See also Aidenoff (1970), United Nations (1999, 8 103), Gilchrist et al. (2000); Shao
and Miller (1990) have focused on the multiregiocede; there is a remarkable survey in
Guo et al. (2002).

8 As for Stone (1961, p. 108) who says: “... on theuasption that the output of each
industry is made up of the different products$iked proportions...”.

® Matrix C is defined as in Miller & Blair (1985), while isitransposed by respect to de
Mesnard (2004) or to the SNA 1993 (United Natiof89, 2001).
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by denoting
(12) A°(u,v)=BC™

the matrix of direct intermediary consumption offrooodities in the product-technology
hypothesis; this matrix is a matrix of constanBaandC are. Note that

(13) A°(u,v)=uv™
by using (7) and (9). The solution is:
14) q=(-BCc*) e=(1-A%(U,V) e

where (I —BC‘l)_l Is called the commodity - commodity inverse matrikhe final demand
addressed to industries is:

(15) e=Cf
thus (14) transforms directly into
(16) q= ((l -B c-l)‘lc)f

where (I —BC‘l)_lc is the commodity - industry inverse matrix. Frq@0) one draws
q=Cx, what carried into (14) gives Cx:(l —BC‘l)_le - (I —BC’l)Cx:e
- (c-B)x=e - C*(C-B)x=C'e « (I-C*B)x=C™e and:

an x=(i-c*s)*c)e

where (I -Cc™ B)_l C™ is the industry - commodity inverse matrix. Flgafrom (15) it
comesC'e=f and by using (17):

(18) x=(-c*B)'f

where (I -c™* B)_1 Is the industry - industry inverse matrix.

Note that in all cases the number of goods mustdoml to the number of industries
so that the inverse of matrx can be calculated as of the use of equation (§ply and Use
matrices must be square, which is highly restrecand will be discussed in the next section.
It is known that this technology, if it does noadeto absurd recipes of production (no
chocolate into cheese as Almon says (2000)...) gesereegative terms i@, which, even
if they are small, are not interpretable econonycahd cannot be avoided. It is on this point
that we will insist: this will also be discussedire next section.

3 The negatives

3.1 Where are the negatives?

The existence of negative terms in the Supply-Usedeh under the product-
technology hypothesis has been badly understodbermpast. The negative terms may be
very small in absolute value in national accountmatrices: this is why most authors or
scholars tend to neglect them or try to remove thmmsome process even theoretically
unsatisfactory. A complete review can be foundein Raa and Rueda-Cantuche (2003).
Most authors have thought that the negatives arsechby nonhomogeneities (Rainer 1989)
or by measurement errors (Steenge 1990). They tigagk to eliminate them by various
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methods that are absolutely correct in themselgesFar example one may quote the simple
method of the SNA (United Nations 1999, p. '87the sophisticated Almon’s iterative
method (Almon 2000) or ten Raa and van der Plos@isstical adjustment (1989) (even if
they reject the product-technology hypothesis) @ mon-negativity constraints (Ten Raa
2005, p. 96Y! Alternately, a transition matrix betweBnandC has been proposed (Steenge
1990), what is a matter for another category ofhoes. Rainer (1989) lists three methods to
alleviate negatives: set the negatives to zerothgehegatives to zero iteratively as done by
Almon (1970) again, or set the negatives to zeraodpjacing some by a positive value as
done by Armstrong (1975). Most of these metho#edaus away from the input-output
model. The SNA 1993 thinks that over-specificationisclassification, differences between
secondary products and products, and above abliseim data, are the cause of the negative
terms; the following quotation of the SNA 1993 ightening (United Nations 2001, item
15.147):

“There are even numerous examples of the methomdetainegative coefficients which are
clearly nonsensical from an economic point of vidmprobable coefficients may partly be
due to errors in measurement and partly to hetenegg (product-mix) in the industry of
which the transferred product is the principal puad.

This one is also interesting (United Nations 19996-97):

“... one can see that as the inputs required for ssagnproducts are removed from total
input, the derived technical coefficient can beatag if one of the following occur: (i) There
is the over-specification of the secondary produats the output of the secondary product in
the make matrix (the supply table), in our exampl®duct 2 produced in product 1, is
misclassified; (i) The secondary product is ncaalky the same as the product produced as
a primary product elsewhere; it requires less irgptitan assumed; (iii) There are errors in
data. ... The solution to the problem of negativeffaments is to recheck data themselves.
Significant secondary products and their associatgulits must be transferred by using the
redefinition method on the basis of the informatmovided by establishments producing
only these kinds of secondary products or collebiedpecial survey.

However, even if one or all of the items of thiotation are true —(i), (ii) or (iii))—, the
negative terms i€~ are unavoidable as soon as Yhenatrix is not diagonal. The following
theorem can be found in (de Mesnard, 2004)ddr.*? In de Mesnard (2004) matrX was
assumed indecomposable. However, by respect Medaard (2004), it is necessary to add
the particular case where matfixis quasi-diagonal, that is, decomposable witteasti one
diagonal block: this configuration correspondseal Make matrices that are large with a few
terms out of the diagonal. Almon (2000, p. 30)egithe following example whel@ is
decomposable and the block formed by the last eetors is diagonal:

19«In cases where negative coefficients are very simaibmparison to other coefficients in
the same columns, practitioners may set them wamed balance the tables by the RAS
method.

X This method is absolutely correct in itself bug terms that should be negative will tend to
accumulate themselves on the border of the sehdedl by the non-negativity constraints,
that is, are replaced by zeros, what could beeutlistic to some extent.

12 Obviously, the same holds f@™ even if it is not a big issue: see annex.
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(19) C=

O OO Ww N
O O O v
o r O O
P O O O
P O O o o

00

It is true that the more aggregated the data &enbre the nondiagonal blocks are large:
“Heterogeneity results from working on aggregatedadaith a high occurrence of non-
characteristic products. This might be overcome imaking adjustments based on
supplementary information or exploiting informedigment to the fullest extent possible
(United Nations 2001, item 15.147).

Theorem Consider a nonnegative mat@xwhich has one or more nondiagonal blooks (
may be composed only of one nondiagonal block, teatnot decomposable). The
nondiagonal blocks in matri€™ have at least one negative term per row and cgltimanis,
per industry and commaodity.

Example (coming from de Mesnard (2004)):

5 1 1
3 6 2 .
C= Commodities
(20) 2 3
111
Industries
SO:
225 -25 -25
. ct = -1.0625 20625 -.4375 Industries
(21) -.1875 -.8125 16875
1 1 1
Commodities

In the example (20)-(21), all nondiagonal terms regative. In the inverse of matrix of
example (19) all nondiagonal terms of the nondiagjbiock are negative:

(15 -.1667 0 0 O
-5 11667 0 0 O
(22) c*=| o0 0 100
0 0 010
0 0 00 1]

Proof.
Matrix C is nonnegativec; 20 for alli,j. Consider the™" nondiagonal bloclC* of matrix

C: it is such that for all diagonal elemedit, there is at least one strictly positive termtia t
row i or in the column:

23) Oi{{g/c > o)or(grck >0
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As C is not negative by assumption, and(%i‘s(c")_l =1, then for the nondiagonal terms of |,
one can pose the following formuldx, ciof =0 for all i andj, where oy is the term
p

{p, j} of (C")_l. Therefore, at the very least, there is krseich thato*',jj <0 for all j; hence

there is thus one negative term per columr((ﬁ‘f)_l, that is, per commodity. But one could
have written(Ck)_1 C* =1 in an equivalent way: there is also one negatvetper row of
(c*)*, that is, per industry.

The negative terms are thus systemati€ iim their non diagonal blocks. Remember
that a completely diagonal Make matrix makes the@hoompletely equivalent to the single-
matrix model of Leontief. Hence, the diagonal klaan be considered as trivial in the
context of the Supply-Use model, even if, in readkdd matrices, there could be many
diagonal blocks. This theorem is important becaus®licates that scholdrsand the SNA
1993 (United Nations 1999), are completely mislegdin this point® All the cases have
obliged to calculate the inverse of mat@x

el | e
{V}~C - (|(—c‘lB))lc‘l

’ (1-c*8)*

C-C™

However, for the product-technology model, the iligkof mathematical derivations
indicates in Figure 1 indicates that the negativens of C™ generated by the combination of
equations (6) and (9) pollute all cases: all theesacontain negative terms and the first
appearance of a negative term orders the others.

13 Except ten Raa (1988) who saw that the negatiresat caused by errors in the data but
by the model, what must lead to abandon the maakeddon commodities.

1*What's more, the SNA 1993 (United Nations 19987 indicates that:

“The more prevalent methods are (i) setting all nie#ga to zero and using the RAS
technique ... to balance the table and (ii) optim@asuch as minimization of variances
under constraints to generate positive values. éi@x, the latter is also questioned on other
grounds such as an economic justification for ac#geform of the objective functidn

This is obviously awful: nothing indicates that atges are small and above all, they are not
accidental but completely systematic.
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Commodities- Commodities- Industries- Industries-
commodities industries commodities industries
q=(-BCH? q=[(1-BCYH'C]f x=(-c'B)y*c? x=(-CtB)*f

!

Figure1l. Linking of mathematical derivations

3.2 Why negative technical coefficients are an issue

As the inverse of matri¥ necessarily contains negative terms, the ma&ixu,V)

given by (13) may contain negative terms. Ten &w&hvan der Ploeg explain when on a 2x2
example (1989, p. 89): if the diagonal termdJoére large. They have not explored larger

matrices but it is sufficient to know thaﬁC(U,V) may contain negatives. The negative
terms in A°(U,V) are economic flows of which subtle explanationcsmplex and
unconfirmed:® Consider an eventual coup{liej} such that the flow of productbought by
sectorj is negative, that isa; <0.

» Either this means thgt buys a negative quantity of commodityto sectori. What
interpretation for this negative quantity?

* Or sectorj itself sells commodity to sectori. In this case, sectgr which normally
produces commodity becomes also manufacturer of commodit$trange. Moreover it
violates the identity sector-product.

If we consider the example of car industryjfand of steel for, then in the first case,
the car sector buys a negative quantity of stebatwiloes mean a negative input? In the

> Remark thatA' (U,V) never contains negatives even if equation (3&@nimex —one of the
four cases of the industry-based model- could feackgatives.

18 The 1993 SNA (United Nations 1999, p. 83) explaivat it is impossible to make the
symmetric-table model functioning when by-produetsd to introduce negatives (in the
Stone’s “negative transfer method”): the net outfuty-product cannot be equal to zero if
the final demand increases. It is a completelieddht reason to explain why negatives are
impossible.
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second case, the car sector sells a positive dquanhtsteel to the steel sector itself, that ig, th
steel sector becomes a manufacturer of steel gnsiodd to the car industry, without itself
consuming steel: if we think on the balance of ggubflows, the car industry is becoming a
net seller of steel to the steel industry by sglimore to this sector than it buys: very
unlikely. In any case, these interpretations thakes the car industry in a situation of being
multiproduct which is excluded by the square Lesfiodel.

3.3 Why negatives in C* are an issue: the Supply-Use model as
Markovian probabilistic model

Assume that there are no negativesNﬁ(U,V), or these negatives are very small,

even if there are il€™: we could say that we don’t care of the problemegatives. This is
the position of the large majority of the authoidowever, negatives in the inverse matrices
C™" —which is only an intermediary result— is a vanpbrtant problem even when there are
no negatives inAC(U,V). Having one forbidden mathematical object insdeathematical
derivation is not allowed even if the result isomnled. | take an example in the probability
theory. The probability of having a six with 6-éscdice is 1/6. Hence, the probability of
having a double-six with two 6-faces diceq6)x (1/6) = +1/36. Now, assume that we are
the Devil with a special dice, impossible for humawhere the probability of having a 6 is
negative, say-1/6, the other probabilities (of having 1 to 5) beegual to 1.16666/5. What
is the probability of having a double 62 1t(is1/6)x(-1/6) = +1/36, of course, an ordinary
positive probability: acceptable. However, willrhans accept this result even if it falls
between zero and one? Certainly not becaté and the probabilities greater than 1 are
impossible.

In the product-technology model, even when theeenarnegative terms in the results
of the model (equations (14), (16), (17) and (18)re are always i€ ™. However one has
been obliged to pass by an illegal operation, tiversion ofC to obtain these results. For
most authors and scholars, having negative€ihis not an issue even though the result
given by the inverse matrix is not negative: theglect everything except the direct matrices
U, V and B, and the inverse matrices. In their mind, theutrgutput models are only
interesting for deriving multipliers from inverseatrices. The core of the question is there.
Beyond the question of the realistic charactethefiegative terms in input-output analysis,
some arguments against the negative ternincan be exposed following the idea that the
input-output model can be understood in terms efattve intermediary transmission of
economic impacts. The idea of circuit is exposefde Mesnard, 2004) but another idea is
possible: Markovian chains. Some other argumentgeceven if one considers only the final
result of inverse matrices.

We develop here a probabilistic interpretation led Supply-Use model in terms of
Markovian chains, what follows from the interpredatof input-output analysis in terms of
probability (Jackson and West 1989). If we folltve probabilistic interpretation in terms of
Markovian chains, coefficierlt; is the probability that industiyspends one unit of money

in commodityi, d,

probability for industryi to produce commodity™” As >"b; <1, there are “leakages” aifil

is the probability of producing commaodityby industryi and ¢; is the

7 One way wonder what the associated probabilityritisfions are; they are multinomial
(draw with put back); see Choukroun (1975).
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is a sub-Markovian matrix, but agiqj +1, = ,Wherez /x; is denoted,, the termsb, and

|, are yet probabilities: the matr& becomes a Markovian matrix when it is completed by

the row vector of theIaj is Markovian.

Hence for the hypothesis of technology based onirttestries (see annex), matrix
A' (U,V)= B D is generated by the following reasoning. Commpogitas a probabilityd;
of being produced by industiy D is a Markovian matrix of probability. Then when a
guantity qg") of goodj is produced, the expectancy of the output of itigusis d; qg") of .
For all commoditieg, the expectancy of the output of industrig E(x('“l)): Dq("). As the

probability of industryi to buy an intermediate commodijtisb, , the expectancy of industry

i to buy good is equal tob, E(xi(k“)). The expectancy of all industrieto buy commaodity
is equal toE(q("*l)): B E(x("*l)). Hence,E(q("*l)): BDq". If we make the hypothesis that

the true value oh('“l) tends towardE(q("*l)), then the Markovian cycle starts again at the
next step. The model is fundamentally compatibiéh van interpretation in terms of
Markovian matrix even if matrixD™ appears when one of the four inverse matrices is

computed: the negative terms Bf* produced by equation (31) affect only one of tier f
cases but not at all the three others.

Let's look now at the product-technology model.eTWarkovian interpretation of the

product-technology hypothesis is never possiblealee C™ cannot be a matrix of
probabilities: even in the square case of the hg®$ of technology based on commodities,
an interpretation in terms of probability is impds. The probability of producing

commodityj by industryi is denotedo;. A term g; of C™ is the probability for a
commodityj to be manufactured by a given industriinowing thatziaij = Ifor allj. Then

consider a coupléi, j} such that the corresponding teomp is negative. What doesg; <0

mean? This negative term means that, in plain iEmgthe probability of industry to
manufacture commodity is negative. This has no meaning since theseesh@nnot be
negative, as indicated above when the interpretatiderms of probabilities has been done.
Hence, as this so-called probability may be negaitivsome cases as demonstrated in the
theorem recalled above (there is at least one ivegarm per row and per column), it is not
a probability. In conclusion, evendf is a Markovian probability matrixZC™ is not and the
derivation done as above is impossible for the peotechnology model.

It was the same for the interpretation in term<iofuit developed by de Mesnard
(2004). The plausibility of the two alternative pogheses depend on the possibility of
building a circuit: either the circuit is plausitdad the solution of the model is economically
meaningful or it is not. De Mesnard has demonstkrg2004) that the product-technology
Make-Use model cannot form a circuit if it is derdadriven even if the matrices are square;
but it can if the model is supply-driven even iétimatrices are rectangular.

3.4 Same number of commodities and industries: epistemological
discussion
Mathematical derivations from the product-technglbgpothesis are possible only if
the number of commodities is equal to the numbemdtistries (square matrices). The
following quotation of the SNA (United Nations 199p. 95) is very clear (with our
notations):
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“The relationship AC(U,V): BC™ implies a strong restrictiveness of the commodity
technology assumption, i.€C, is invertible only ifC is square or the number of industries
must equal the number of products. This mathealategjuirement is unrealistic since the
number of industries needs not equal the numb@raducts unless statisticians make it so
by aggregatia”.

Can we go further?

Either the number of commodities is necessarilyaétpu the number of industries: there
is a one-to-one correspondence between commodit@sndustries, that is, commodities
are defined according to industries and reciprgcallt is what Miller et Blair (1985)
suggest when they indicate that each industry msegafrom the main product that they
produce, what gives a Supply matrix with a stronrgimdiagonal (after having sorted
adequately the rows and columns). In this case,i®wery close to the French idea of
“sector”. This point of view poses some additiopabblems. For example, what
happens if two sectors have the same main proddtt®y are merged, but this leaves
aside an orphan product. Or what happens if @shas two main products, placed equal
first? There is no mean for deciding.

At the same time, when the number of commoditiegesessarily equal to the number of
industries, one is very close to the Leontief squaodel (commodities being defined at a
very fine level and hence being rather homogenbushow the nondiagonal elements
indicate only the secondary products, what remoueminterest to the Supply matrix.

Or the number of commodities and industries is kdpachance, but without any
correspondence between industries and commodifies cannot be anything else than a
fortuitous coincidence. The main interest of thhen® model is to be close to the idea of
firms by considering that industries may have margducts, and that a product may be
produced by many industries. However, in the liéalthe number of firms is not equal
to the number of products.

o In some sectors, there will be much more produ@s firms; this will be the case in
industry and service sectors (example: there isrtaally infinite variety of cars,
models and variants in a same car manufacturehervirtually infinite types of
service contracts).

o In other sectors, there will be much more firmsnthaoducts (for example in
agriculture with the very large number of farmersducing a very homogenous
good, as wheat, corn, fruits, etc.).

o And in some rare cases, there will not be necdgsae same number of firms and
products, but these numbers will be of the samerasfimagnitude (for example, in
the wine sector in France).

Moreover, modern companies are multidivisional (oM form), each division often
producing a different main product. Hence the moedsompany cannot belong to a
particular industry but to many industries at thene time: it is nonsense to say what the
main product of such a company is.

A last argument: even if one admits that a firm trhedongs to the industry of its main
products, this leaves aside the very large numbse@ndary products. It is impossible
to say that all secondary products are main predotbther industries and conversely;
some secondary products may remain into the ainatwb do with them? One concludes
that the philosophy of the model must be fundamigntactangular, with an unequal

number of commodities and industries.
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* Ten Raa and van der Ploeg (1989, p. 95-96) disehss happens when there are more
commodities than sectors and conversely.

o The case of more commodities than sectors occutserwnput-output data are
aggregated into national accounts”. there are ntechnical coefficients than
equations; the coefficients are impossible to infer

o The case of more sectors than commodities occunerivinput-output data are in raw
form”, that is, these data come from establishmehiere are more equations than
technical coefficients. Ten Raa suggests to intced an error term,
U=A°(U,V)V'+e and to estimate these equations econometricalljhis is
interesting but we are far beyond the mathematicsput-output analysis: if we
begin to use econometrics, one might as well intcednon linear coefficients, etc.,
that is, abandon input-output economics to the fitené a computable general
equilibrium model, of which purpose is largely difént.

4 Conclusion

After recalling what the product-technology modg] we have demonstrated five
things.

i.  The negatives are systematical in maiX, at least one per row and one per column
in each of its nondiagonal blocs.

ii.  In the product-technology model, all of the fouvense matrices are affected by the
negative terms ofC™ (while in the industry-based version only one bé tfour
inverse matrices is affected by those®f). When deriving the product-technology
model, if negatives appear in the technologicalrmaAC(U,V) or in the inverse

matrices, they are embarrassing because they amgossible to interpret
economically.

ii.  Even if the technological matriA®(U,V) or the results in the inverse matrices are
non-negative and hence acceptable, this model beuséjected because it needs to
use a forbidden intermediary matrig;™.

iv.  Unlike the industry-based model, the product-tetdgyw model cannot be interpreted
in terms of Markovian matrices while it was yetaddished that it cannot be in terms
of circuit.

v. Requiring the matriced andV to be square is a strong assumption that hasbaaty
epistemological consequences which remove mucheainterest of the model.

Hence the negative terms have baneful consequemgels more serious than those
generally considered. Thus, trying to eliminatenthis not adequate: the whole model in its
product technologyersion isfalse and must be rejected, even if it fulfils the faxioms
proposed by Kop Jansen and ten Raa (Kop Jansetearidaa 1990; ten Raa 2005). The
product-technology hypothesisust be abandoned. To the benefit of what? Tieenaitive
model, theindustry technologyeven if this one is disappointing from the padftview the
four axioms since this technology fulfils only thiest axiom and even if it leads to use
“production recipes” that are sometimes absurdhdps, unless another model can be
developed.

The same conclusions should be able to be trandposgtatis mutandisto the
industry-by-industry input-output tables when fixed industry sales structugssumption is
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posed —Eurostat’s model CE&ch industry has its own specific sales structmespective of
its product mix” (Eurostat 2008, p. 297the inverse of matri¥ has also to be computéd.

One last epistemological remark. Even if the Ime#dels are the simplest in
Economics, this particular model poses some insipperdifficulties. One may wonder if
making it non-linear as in the models of computaaeeral equilibrium changes anything.

5 Annex. The industries-based technology assumption in
the product-by-product tables

In the industries-technology model “...we assume that total output §;] of a

commodity [] is provided by industried][in fixed proportions”, as said by Miller & Blair
(1985, p. 165). The input structure of an industoes not depend of the goods that it
produces; that is, the matrixis fixed®

(24) d, = orD=V§"

[
J

This assumption corresponds to a fixed market sbhadl industries (realistic in the short
run and to the by-products). Combining (3) and @4es

(25) x=Dq

what reported in (8) gives the model:
(26) gq=BDqg+e- q=A'(U,V)q+e
by denoting

27) A'(U,v)=BD

the matrix of direct consumption of commoditieghe industry-based hypothesis; this matrix
is fixed asB andD are. Note that

(28) A'(UV)=U(Vs) V(V's~

by using (7), (24), (3) and (6). The solution is:

(29) q=(-BD)'e

where (I -B D)_1 is called the commodity - commodity inverse matrirom (25) and (29)
the following solution comes:

(30) x=|p(1-BD)Ye

D(I-BD)™ is called the industry - commodity inverse matrixthe final demand of
commodities addressed to the industries writes as:

(31) f=De

From (25) and (26) it comes= (I -D B)_lDe and by using (31) the following solution:

18 Thefixed product sales structuteypothesis —Eurostat’s model D: “Each productitsas
own specific sales structure, irrespective of tiustry where it is produce@Eurostat 2008,
p. 297} is not affected by negatives.

19 As for Stone (1961, p. 107) who says: “... on theuasption that each industry produces a
fixed proportion... of each product...”.
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(32) x=(1-DB)™f

where (I -D B)_l Is the industry - industry inverse matrix. Figably writing (31) under the

form e=D™f —which obliges to calculate the inverseDofind implies thab is rectangular,

unlike what is asserted in (United Nations 199999)— and by deferring that in (29) it
follows the solution:

33) q=(1-BD)"D?)f

(I-BD)'D™ is the commodity - industry inverse matffk Note that ten Raa’s theorem 7.1

(ten Raa and van der Ploeg 1989, p. 89) demonstitsat\V is invertible; hence, we deduce
of it thatD is also invertible (from (24)]) is the product o and of an invertible matrix).

It must be recalled that the industries based ngsi$¢ violates three of the four
axioms cited above: financial balance, price irmace and scale invariance and respects only
the axiom of material balance.

In the industry-based technology, only the lasteaadiges to calculate the inverse of
D. One has:

(U}AB (I-BD)*

X ~!{D(1-BD)*

(V}QD (-pB)*

q

for the first three cases and

MEk
(Z} ot~ {i-80)'07}
D D"

for the last case. It is thus seen that the imeersf D is here only one case among four,
which conditions the three others by no means.réltsethus no obligation fdg andV to be

20 Remark that Gilchrist et al. (2000) derive the eiday considering that the whole model is

0||s 0 X
wheres. ands, are sum vectors of commodity and industry ordspeetively. As from (7)
and (24),U =B X andV =D @ respectively, this system turns out to be:

o ollale) <[ WIS
D Of|x]| [0] |x -D I, ||X 0
@(TF(UC—BDyl UC—BDFBMf(
x| |(,-DB)*D (1,-DB)* ||0
Carrying the multiplication in the right hand sigields (I c—B D)_1 e=q, which is (29) and

(I ,—D B)_1 D e=x, which is (32); the two other equations, (30) &it), are not produced
by this way.

0 u
a unique matrix (as it is done in Miller & Blair4&s, p. 161)){\/ ( (SC( {e( = (q(
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square, except for the case commodities-industrias. the industry-based model, the chain
of mathematical derivations is indicated by Fig@eonly Commodities-by-Industries is
polluted by the negative termsbn'.

(g=Us+eandB =U<x>' x=VsandD=V <qg>" f=De

! !

Commodities- Industries- Industries- Commodities-
Commodities commodities industries industries
q=(-BD)'e x=D (I-BD)"e x = (I-D B)*f q=[(I-BD)*DY f

Figure 2. Industry-based model: linking of mathematical derivations
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